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Spatial Compression and Expansion of Digital 
Television Images 

Glenn A. Reitmeier 

RCA Laboratories, Princeton, NJ 08540 

Abstract-Video signals are one-dimensional projections of three-dimensional information, 

two spatial and one temporal. It is desired to process the spatial information 

contained in a television signal in order to compress and expand video images, 

thus providing an "electronic zoom" capability. Of course, this must be accom- 

plished while maintaining the color information and the proper video format. 

Further, it is desired to alter the horizontal and vertical sizes of the picture inde- 

pendently, so as to change the aspect ratio of the image. Digital signal processing 

techniques are utilized to achieve this goal. Several algorithms are presented, 

analyzed, and their effects on actual images shown. These algorithms range from 

simple methods of operating directly on a composite NTSC video signal, which 

produce fixed size compressions, to a method of operating on a component video 

signal, which is derived from the application of linear systems theory. Further 

modifications to this technique produce compressed and expanded images. of 

extremely high quality, while maintaining the computational simplicity required 

for real time implementation. Various tradeoffs affecting image quality are dis- 

cussed, and finally, other special effects based on compression are suggested 

and illustrated. 

1. Introduction 

While television has been in existence for mane years, the advent of 
digital television is bringing about a new wave of sophistication in the 
broadcast industry. In particular, the application of digital signal pro- 
cessing techniques to video signals allows practical utilization and pro- 
cessing of the multidimensional nature of video information. 

Composite digital television systems perform sampling and quanti - 
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zation of the analog NTSC video signal. The sampling rate is usually 
constrained to bean integer multiple of the color subcarrier frequency, 
in order to minimize visible beats associated with the use of practical A/D 
and D/A converters) The most widely accepted composite digital video 
system uses linearly quantized 8 -bit pulse code modulation (PCM) at 
a sampling rate of four times the color subcarrier, and this is the system 
that will be utilized for this investigation. Since sampling is performed 
at a 14.32 MHz rate, and processing must be done in real time, digital 
computations must be performed in a time segment of 69 ns. Thus, the 
use of such a high sampling rate imposes severe constraints on hardware 
implementation, since the speed required to process the information 
necessitates the use of state-of-the-art digital technology. Nevertheless, 
the form of the composite NTSC signal and the four times subcarrier 
sampling rate lead to several important and convenient relationships. 

There are 910 picture samples (or pixels) in each video line, 768 of 
which are considered visible, or "active", pixels. Because of the rela- 
tionship of sampling rate and subcarrier frequency, pixels that are sep- 
arated by multiples of four samples have identical suhcarrier phase. 
Furthermore, vertically adjacent pixels, and those which are separated 
by two samples, have an inverse phase relationship. These relations occur 
for two reasons. First, the subcarrier frequency is such that its phase is 
inverted on adjacent video lines. Secondly, since four samples are taken 
each suhcarrier cycle, they are separated by 90° phase increments. If the 
sampling phase is referenced to the cosine component of the quadrature 
modulation (which is referred to as sampling on the in -phase or 1 axis), 
then each sample falls on a zero crossing of one of the modulating signals 
and at the peak of the other, since the two signals also have a 90° phase 
difference. Because of the form of the composite signal, sampling on the 
1 axis yields sequences of four successive pixels whose values are repre- 
sented by Y + I, Y + Q, Y - I, Y - Q, where, as usual, Y is the luminance 
signal and 1 and Q are the in -phase and quadrature color components. 
Since this results in an easy method of digital demodulation, it is one of 
the great advantages of four times suhcarrier sampling, as is the vertical 
alignment of pixels on adjacent lines.2 

Video compression and expansion refers to the function of altering 
the apparent size of a television picture. Previously, this function could 
only be performed optically, directly at the television camera, via a zoom 
lens. However, we wish to develop an "electronic zoom" capability that 
can produce an image of variable size from an already existing video 
sequence. Further, it is desirable to alter the horizontal and vertical size 
independently in order to change the aspect ratio of the picture, which 
cannot be accomplished using conventional means. This function has 
various applications in the broadcast industry, ranging from special ef- 
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DIGITAL TELEVISION 

fects to providing a simple means of translating cinemascope motion 
pictures to television by appropriately changing the aspect ratio. To 
accomplish this goal, the spatial and color information contained in the 
NTSC video signal must he processed and put back into standard video 
form, certainly not a trivial task given the highly complex nature of the 
video signal. 

Because of the great complexity of video signals, which simultaneously 
represent t hree dimensional information for three separate signals (red. 
green, and blue components), analytic expressions for image quality are 
simply impossible to deal with. Furthermore, due to the perception of 
human vision, traditional error criterion have been found to he not ap- 
plicable for video signals. It is fully accepted in the broadcast industry 
that the only acceptable criterion for the comparison of image quality 
is the subjective react ion of human observers.3 Therefore, this is the 
method used in the evaluation of various algorithms, which are compared 
to optimize the final of picture quality. Also, the source images 
that are used in algorithm evaluation are critical. Typical scenes (scenery, 
faces, groups of people, etc.) contain very little high -resolution lumi- 
nance, and are quite forgiving. To provide the most difficult possible case 

for the evaluation of algorithms, the monoscope test pattern will be 
utilized, this being a black -ancl-white test pattern with extremely high 

a 

P 

Fig. 1-Typical test slide to be used for algorithm comparison (one field). 
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Fig. 2-Monoscope pattern used to test algorithms. The use of a single field is evidenced 
by the foldover effect in the center of the pattern. 

resolution. In fact, the luminance bandwidth of the monoscope exceeds 
that available for color signals, so we are truly providing the severest 
possible source image. A typical test slide and the monoscope pattern 
are shown in Figs. 1 and 2, respectively, as a reference for the quality of 
their reduced representations. 

All of the images presented in this paper were produced using the RCA 
Laboratories Digital Video Facility, which is a minicomputer based 
image processing system that allows programmable processing of digital 
video information (8 -bit PCM) at non -real-time rates. Digitization and 
playback functions are, of course, performed in real time. One field of 
four-times-subcarrier sampled video was utilized in all cases, resulting 
in a visible foldover effect in some portions of the monoscope, since only 
one half of the full vertical resolution is present. However, the compar- 
ison of source and processed images is the important criterion, and this 
is certainly unaffected by the use of a single field. 

2. Theoretical Considerations for Image Compression 

Consider a continuous, black -and -white image as a two-dimensional 
spatial signal ((x, y), which can be described by a two-dimensional 
Fourier transform, 
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DIGITAL TELEVISION 

F(u,U) _ ( ( f(., y) e-ltux+vy)dxdy. 

The scaling theorem indicates that if the signal is compressed in space, 

then its Fourier transform will expand in frequency, i.e., 

Ix 
f 

b) 
- nbl F(au, bv). 

Therefore, to obtain a'/ -size continuous image that maintains its aspect 

ratio, the image must be reduced to 1/2 its original size in both the hori- 

zontal and vertical dimensions, thus doubling the horizontal and vertical 

spatial frequencies. If an image is to be composed of discrete picture 

elements (pixels), it can be considered as the sampled version of an ideal, 

continuous image, and is subject to minimum sampling at the Nyquist 

rate in each dimension. Let us examine the problem of reducing the size 

of a sampled image, and displaying this image with the same spatial 

resolution (sampling frequency) as the original. 
To illustrate, let us examine only one spatial direction, since the effect 

will be the same in each, and assume that the original, continuous image 

is band limited to a spatial frequency f,/2. Fig. 3a shows the spectrum 

of the original image and Fig. 3h the sampled version. In the case of 

'/4 -size compression. the spatial frequencies in each direction are dou- 

bled, and this causes aliasing over the entire bandwidth of the reduced 

and sampled image (Fig. 3d). Of course, the solution to this problem is 

to low-pass filter the original image with cutoff = /J4, as shown in Fig. 

4a. Now the compressed and sampled version exhibits no aliasing at all 

F Fs 

z, 
fs Z1s 

}2 fs Zfs 

o) ORIGINAL D) SAMPLED IMAGE 
CONTINUOUS IMAGE 

2 
fs 2fs f2 fs 

c)COMPRESSED 
CONTINUOUS IMAGE 

Fig. 3-Compression effects and aliasing. 

d) ALIASING 

COMPRESSED 
SAMPLED IMAGE 

2 s 
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a) LPF CONTINUOUS IMAGE b) SAMPLED IMAGE 

C) COMPRESSED 
CONTINUOUS IMAGE 

Fig. 4-Proper compression. 

Gs 

fa 
fe 2 s 

d) COMPRESSED 
SAMPLED IMAGE 

(Figs. 4c and 4d). While this image does not contain all of the information 
of the original, it is the best possible representation under the circum- 
stances.' In general, in order to display a compressed image at the same 
sampling rate as the original, we have the same problem as sampling a 
continuous image with bandwidth greater than the Nyquist frequency, 
and the signal must be low-pass filtered in such a manner that abasing 
will not occur. 

From the preceding discussion, we draw several conclusions about the 
effects of compression on a video signal. Since the luminance signal 
represents horizontal and vertical spatial frequencies, it must show a 
frequency expansion, when an image is compressed in size, corresponding 
to the projection of the expanded spatial frequencies. Since the color 
information must align itself with the luminance signal for proper color 
reproduction, it is evident that the haseband chrominance frequencies 
must undergo the same frequency expansion as the luminance compo- 
nents. However, since the NTSC format must he preserved, the color 
subcarrier must remain unchanged and the chrorninance frequency 
expansion must occur relative to it. Further, prefiltering must also he 
accomplished in the video format, with low-pass and hand -pass struc- 
tures for horizontal luminance and chrominance components, respec- 
tively, and comb filters for vertical components. Comb filters are the 
appropriate representations, since they correspond to projected two- 
dimensional low-pass filters in the vertical direction. 

When an image is spatially expanded, its Fourier transform is com- 
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f t, 
TI 2 

o) ORIGINAL 
CONTINUOUS IMAGE 

} 

4 2 }$ 2 }' 

c) EXPANDED 
CONTINUOUS IMAGE 

Fig. 5-Expansion effects. 
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2 
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pressed in frequency, as shown in Fig. 5. Naturally, this impacts the video 

signal in much the same way as compression. Thus, luminance and 

chrominance components must show the appropriate frequency com- 
pression, while the color suhcarrier remains unchanged. While expansion 
does not require prefiltering, as compression does, some post filtering 
may he advantageous, and this must again he accomplished in the video 
format. 

Thus far, the case of scaling has been treated mathematically, and how 

this might he accomplished in the discrete time domain has not been 

indicated. The signal to he scaled is the four times suhcarrier sampled 
video, and the output must also be of the same format. Thus, we must 

transform a set of pixels representing a signal into a smaller set of pixels, 

with the same resolution as the original set, that will represent a scaled 

version of the original signal. It is this process. and the requirement of 
preserving the video format, that presents the problem to be solved. 

Several algorithms to accomplish this function will he presented and 

analyzed. 

3. Compression by Video Data Deletion 

Because of the extremely high data rate involved in digital video, which 
must be processed in real time, it is very desirable from an implemen- 
tation standpoint to minimize the number of arithmetic operations that. 

must be performed. The simplest possible type of compression algorithm 
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is one that operates directly on the composite video signal, and simply 
deletes an appropriate number of pixels and entire scan lines, while those 
maintained are concatenated and output successively. Algorithms of this 
type have been developed empirically within practical hardware im- 
plementation constraints, rather than on a strictly theoretical basis. 

Let us consider an algorithm to produce a color picture that is 1/2 -size 
in both the horizontal and vertical dimensions, i.e., it produces an image 
that covers 1/4 of the original area. The first approach would seem to be 
to simply delete every other pixel and line for compression in the hori- 
zontal and vertical dimensions, respectively. However, this approach 
is not possible within the constraints of the NTSC video format. Since 
the subcarrier phase must alternate on adjacent lines, the compressed 
image would have only lines of one phase if every other line were deleted. 
Therefore, lines must be deleted in pairs to keep the proper suhcarrier 
relation. Also, since four samples are required to define a single suhcarrier 
cycle, portions of the picture will be deleted and maintained in blocks 
of 4 pixels, since this will satisfy the proper video format. In summary, 
then, to produce a 'Z1 -size picture, the following algorithm can be ap- 
plied: 

(1) maintain four samples 
(2) delete the next four samples 
(3) steps 1-2 are continued until the end of the scan line 
(4) the same procedure (1-3) is applied to the next line 
(5) the next two scan lines are deleted 

FULL SIZE IMAGE 

1/4 SIZE IMAGE 

l l l l l l i I I 

Fig. 6-Video data deletion (1/4 -size compression algorithm). 
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DIGITAL TELEVISION 

Fig. 6 illustrates this compression algorithm. 

Because this algorithm utilizes a nonlinear subsampling and conca- 

tenation process, it is not easily described by conventional analytic ex- 

pressions. Therefore, let us show that it does provide an approximation 

to an ideally compressed image, and discuss the undesirable effects as- 

sociated with the algorithm. 
Consider a low frequency luminance component IL of the NTSC sig- 

nal, sampled as shown in Fig. 7. Applying the compression algorithm, 

we alternately maintain and delete segments of four samples, conca- 

tenating them to produce the compressed result, also shown in Fig. 7. 

Although the signal has been distorted, we see that the dominant effect 

is to halve the period 1', of the signal, so that 7'; = TL/2 and 

Therefore, the resulting waveform will contain a fundamental frequency 

that has been doubled, with harmonics related to the distortion intro- 

duced. As seen from Fig. 7, the amount of distortion will certainly in- 

crease at higher luminance frequencies, and we expect this to produce 

objectionable picture defects. 
Since four adjacent samples define a subcarrier cycle, maintaining and 

deleting segments of four pixels completely maintains the subcarrier 

frequency, as shown in Fig. 8. Since quadrature modulation is both an 

amplitude and phase modulation process, any complete color subcarrier 

Ku) 

VIt) 

* / 
4 8 I 16 20 24 28 32 

. - - 
. . , 

4 ,8 12 16 20 24 28 32 

.111112 
Ti 24.0 

ft. 2f1 

Ti 48.0 

.- 

1 

Fig. 7-Effect of video data deletion on a typical luminance component. 
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Fig. 8-Effect of video data deletior on the color subcarrier. 

14 

140 

cycle is sufficient to define the color content in that area of the picture, 
and is therefore specified by four samples. 

To verify the rather intuitive analysis, this algorithm was implemented 
in software together with a Fast Fourier Transform in order to provide 
a numerical confirmation of its effect. The results confirmed the anal- 
ysis. 

r -1 

Fig. 9-One-quarter-size image produced by the video data deletion method and inset in 
the original image. 
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: 1+ s < :- fsoi--== - 

Fig. 10-One-quarter-size rronoscope produced by the video data deletion method. 

There are two undesirable effects associated with this method of image 

compression. First, samples have merely been deleted, leaving fewer 

samples to represent the image. Of course, with no prefiltering, this 

process introduces severe abasing effects. Second, those samples 

maintained are taken and concatenated in a nonlinear manner to ap- 

proximate what should ideally have been accomplished by a linear 

subsampling process. The effect is to maintain certain relatively large 

blocks of the image, introducing a coarse spatial quantization. While this 

algorithm certainly does not produce a high quality compressed picture, 

it performs surprisingly well on typical off -air video. since these scenes 

generally contain very little high frequency information, and are rather 

forgiving, as previously mentioned. A typical test slide is shown in Fig. 

9, with the compressed picture inserted in the upper left hand corner. 

For comparison. Fig. 10 shows the effect of the algorithm on the mo- 

noscope test pattern. where it produces an extremely. poor compression. 

Thus, we see the necessity of using a worst -case image as a standard for 

algorithm evaluation. 

4. Compression by Subcarrier Reconstruction 

The fallowing method of 1/4 -size image compression was developed em - 
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OUTPUT PLANE Z 
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2 

3 

e) PROCEDURE OF STEP 3 

Fig. 11-Picture element weightings for subcarrier reconstructior. 

pirically by R. Hopkins and T. Gurley of RCA Broadcast Systems. The 
design philosophy was that in order to obtain a smooth compressed 
picture, surrounding spatial information would he averaged into the 
pixels that are maintained to represent the compressed image. Further, 
the points selected for averaging were selected according to their being 
either in phase with or 1800 out of phase with the maintained pixel. 
Then, a sequence of averages would be performed that would reproduce 
the subcarrier frequency, based on the half -wave symmetry of four -times 
suhcarrier sampling. As will be shown, this method satisfies the theo- 
retical requirements for image compression, while operating directly on 
the composite video signal. The algorithm is as follows. 

(1) Apply the procedure shown in Fig. I la to two consecutive samples. 
Every x;j and y;J represents a sample. Each "new" sample :2d in the 
output plane is computed from a weighting of "old" samples .v 11,, .v I¡, 
x36, .v3f in the input plane. That is, 

12d K16 xlj x36 x31 )'2d=- 8+8+88 
(Note that y2d has the same subcarrier phase as x2d.i 

(2) Delete the next two samples. 
(3) Apply the procedure shown in Figure I 1 b to the next two consec- 

utive samples. Here, each "new" sample z2d in the output plane is 
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FUll SIZE IMAGE 

11111111111111111 
11111111111111111 

1111111111111111 
11111111111111111 

114 SIZE IMAGE 

x DENOTES APPLICATION 

OF STEP I 

O DENOTES APPLICATION 

OF STEP 3 

Fig. 12-Subcarrier reconstruction I/, -size compression algorithm. 

computed from a weighting of "old" samples WId, u'21,, W21, Wad in the 

input plane. That is, 

lU Id 102d w2( u_3d 

22d 
1 4 4 4 

(Note that zed is 180° out of phase from u'2d.) 

(4) Delete the next two samples. 
(5) Steps 1-4 are continued until the completion of a scan line. 

(6) The following scan line is deleted. 
(7) Repeat steps 1-5 on the next scan line, except beginning now with 

step 3. 
Fig. 12 illustrates this /4 size compression algorithm. 

The weighting procedures in steps 1 and 3 of the algorithm are, in fact, 

digital FIR (finite impulse response) filters. Let us denote the output 

plane sequences in steps I and 3 as v1(n) and v2(n ), respectively, and 

the input plane as x(n). Letting no equal the number of samples per scan 

line, we can write 

yl(17)-xtn) x(n -m-2)+ x(n -nT+2) 
2 8 8 

+x(n +m-2)+ x(n +m+2) 
8 8 
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y2(n)_x(n-nt)+x(n-2)+x(n +2)+x(n+m) 
4 4 4 4 

Since these equations are the time domain form of FIR filters, the digital 

L PASS 
1.0 

x 0.5 

a~It 
0 

COMB PERIODfH 

i 
0.125 

C PASS l 

LOCUS OF L TEETH 

\ / 

LOCUS OF C TEETH 

1.0 

0 

7N- 

0.250 
FSC 

2 

L PASS, C INVERT 

COMB PERIOD = }H 

\ 

LOCUS OF C TEETH 

0125 

0.375 0.500 v 
FSC 

\ LOCUS OF L TEETH 

0.2 50 

FSC 
2 

0.375 0.500v 
F SC 

Fig. 13-Filter frequency response (m = 910) (a) for chroma-passing filter and (b) for 
chroma-inverting filter. 
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b) 

0.25 0.50 0.75 1.00 

(Y) 

Fig. 14-Horizontal sequence filter responses. 

transfer functions /1(Z) are specified: 

Zm+2 Zm-2 Z° Z -m+2 Z -m-2 
111(Z)- 

8 
+ 

8 
+ + 

2 8 
+ 

8 
, 

Zm Z2 Z-2 Z -m 
H2(Z.) = - + 

4- 
+ 

4 
+ 

4 
. 

For reasons that will he evident later, we will denote the transfer func- 

tions H1(Z) and H2(Z) as the chroma-passing (CP) and chroma-inverting 

(CI) filters, respectively. Figs. 13a and 13b show the frequency response 

of these filters for the actual case of horizontal line length, m = 910, 

corresponding to the four times color subcarrier sampling rate. Fig. 14 

shows the frequency responses for the case of horizontal line length m 

= 0, thus eliminating all vertical resolution. The reason for considering 

this case will also soon become evident. 
We have just considered filters operating on sequences that progress 

from left to right and top to bottom. However, the same weighting pro- 

cedure could also be considered as operating on a sequence progressing 

first top to bottom and then right to left. Denoting the vertically or'ented 

sequences as primed variables, and / as the vertical line length, the time 

domain operations can he written 

yi(n) -x'(n)+x'(n 
- 21 - 1)+x'(n - 21+ 1) 

2 8 8 

x'(n + 2/ - 1) x'(n + 21 + 1) 

8 8 
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Fig. 15-Vertical sequence filter responses. 

x'(n - 2!) x'(n - 1) x'(n + 1) Alt/ + 2!) Y'2(n)- 
4 

+ 
4 

+ 
4 

The digital transfer functions are, therefore, 
72t+1 72t-1 70 7-21+1 Z -21-I 

H ¡(Z) = 
8 8 

+ + 
9 

+ + 
8 

2l 71 1 7-2/ 
H2(Z) =? Z + +-+ 

4 4 4 4 

Fig. 15 shows the frequency response of H'1(Z) and H2(Z) for the case 
of ! = 0, that ís, eliminating all horizontal resolution. 

So far, the averaging processes have been viewed as one-dimensional 
problems, and examined from both horizontal and vertical orientations. 
However, since the averaging is actually done with spatially related 
picture elements, let us examine these processes as two-dimensional FIR 
filters. Letting 71 represent horizontal delay and Z2 vertical delay, the 
two dimensional filters are 

Z7272-1 1 217,2 1 Zº Z2 772 Z1Z2 H1(Z1, Z2) - +8 
8 

+ + 
8 8 

Z1L21 Z-1'4 7112 7022 H.(Z1, 79) - + 
4 4 

+ 
4 

+ 
4 

The amplitude responses for these filters are shown in Figs. 16a and 
16h. 
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1.0 

0 0 

1.0 

1.0 

Fía. 16-Two-dimensional frequency response for (a) chroma-passing filter and (b) 

chroma-inverting filter. 

There are several important observations connecting all of the filters 

examined. In the one dimensional cases, we see that for rn = 0, 

H1(Z) = H2(Z), 

and, similarly, for 1 = 0, 

H1(Z) = 1-2(Z). 
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Note the striking. similarity in the responses of H1(Z1, Z2) and H2(Zl, 
Z2). Closer investigation shows that the responses of the filters are identical along each axis. Furthermore, those responses are identical to the above one dimensional cases. That is, for m = 0, 

Hi(Z, 0) = H2(Zi, 0) = H1(Z1) = H2(Zl), 
and for 1 = 0, 

H 1(0, Z2) = H2(0, Z2) = H i(Z2) = H'2(Z2). 

Thus. the response of the two-dimensional filters along the horizontal 
frequency axis is the same as the response of the horizontally oriented 
one-dimensional filters when all vertical resolution is removed, leaving 
only terms representative of horizontal delay. A similar case occurs along the vertical frequency axis of the two-dimensional filters and the verti- 
cally oriented one-dimensional filters. This serves to illustrate that the 
one-dimensional filters for any in or 1, respectively, are the appropriate 
projections of the two dimensional case. 

At first glance, the two-dimensional frequency responses certainly 
do not appear to be low-pass filters. Recall, however, that the horizontal 
information is in an NTSC format. Therefore, we can assume that the 
relevant luminance spectrum (and, consequently, horizontal spatial 
frequencies) is handlimited to the color subcarrier frequency. This 
corresponds to 'H = 0.5 in Fig. 16, and we see that both filters have a 
low-pass structure in the frequency band of interest, satisfying our re- 
quirement to eliminate abasing in the reduced image. Furthermore, it 
seems that in processing the NTSC signal, we want to apply a filter that 
has symmetric responses in the luminance and chrominance hands (as 
the actual filters indeed do, see Fig. 13). The shape of the two-dimen- 
sional filters also fills this requirement. Since we have shown that the 
two-dimensional forms of the FIR filters satisfy our general requirements 
for compression, let us examine the mechanism of the 1/4 -size com- 
pression algorithm. 

To understand the compression mechanism, it is necessary to take a 
closer look at the FIR filters that actually operate on the NTSC signal 
(horizontally oriented, ni = 910, Fig. 13) and note several important 
characteristics and relationships. Recall that we refer to Hl as the CP 
filter and H2 as the CI filter: 

(1) both filters are comb filters, of period equal to the horizontal line 
frequency, In; 

(2) the locus of comb peaks occurring at luminance frequencies is 
identical in both the CP and CI filters, rolling off from low frequen- 
cies; 

(3) the locus of comb peaks occurring at chrominance frequencies has 
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the same shape in both filters; however, the CI filter inverts all of the 

chrominance frequencies. Both comb envelopes roll off from the sub - 

carrier (y = 0.5). 
Thus, while both filters have identical luminance response, which 

satisfies the requirement for a two-dimensional low-pass filter, one is 

a chroma-passing (CP) and the other a chroma-inverting (CD filter. With 

these observations, let us now examine the compression algorithm ap- 

plied to three cases. 

Since the luminance response of both CP and CI filters is identical, 

the compression algorithm behaves in the following manner. Referring 

to Fig. 17, the first two samples are filtered, and passed with a certain 

amplitude. The next two are deleted, and the following two are passed 

with the same amplitude and placed next to the original two samples. 

The next pair is deleted and the process continued. Because of the 

identical luminance response of the CI' and CI filters, the effect of de- 

leting alternate pairs of samples is to halve the period of the signal. Thus, 

for any single luminance frequency ¡L, we can express the processed 

signal as 

T = ' and r`. = 2[L. 

Note that there will be some distortion introduced by this process, and 

that the algorithm will degrade as the frequencies increase, since there 

will be a greater difference between adjacent samples, and the effect of 
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Fig. 17-Effect of the subcarrier reconstruction compression algorithm on a typical lumance 

component. 
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dropping two will be to cause a "jump" in the sampled signal. However, 
= 2fj, will still be the dominant frequency. We must also observe that at higher frequencies, where distortion will he objectionable, the power 

content for average scenes is not large to begin with, and the luminance 
response of the filters will greatly reduce the signal, so that the overall 
contribution of distortion should not be objectionable. 

In the case of the color suhcarrier, there are four samples in each cycle 
(by definition of sampling rate), each pair defining half of cycle. Thus, 
adjacent pairs of samples exhibit half -wave symmetry. Both CP and CI 
filters pass the subcarrier frequency (r, = 0.5) with an amplitude of 1, the 
CI filter inverting, however. We see from Fig. 18 that the algorithm op- 
erates in the following manner. Two samples are CP filtered, exactly 
reproducing their subcarrier phase. Two samples are deleted, so that the next two represent the same portion of a subcarrier cycle as the first two. When these are CI filtered, they are inverted, and because of the half - 
wave symmetry, "reconstruct" the entire suhcarrier cycle. Finally, two 
samples are deleted, and we repeat the entire process. Thus, the algo- 
rithm reconstructs one suhcarrier cycle from two cycles of the original 
signal. Thus, the processed signal f s, is 

f sc 

That this algorithm works at four times subcarrier sampling is of par- 
ticular importance, because the half -wave symmetry of the subcarrier 
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Fig. 18-Effect of the subcarrier reconstruction algorithm on the color subcarrier. 
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Fig. 19-Effect of the subcarrier reconstruction compression algorithm on a typical 

chrominance component. 

samples is necessary for the proper subcarrier reconstruction and, thus, 

maintenance of the NTSC format. 
The effect of the compression algorithm on the chromínance compo- 

nents is much less obvious than in the preceding cases. Referring to Fig. 

19. the filters act as in the case of the subcarrier, except that at chromi- 

nance frequencies, half -wave symmetry does not exist. To summarize 

the process, two samples are CP filtered and passed with a certain am- 

plitude, two deleted, two inverted by the Cl filter. and two tleleted. Let 

us express the period of the original chrominance frequency in terms of 

the suhcarrier period and a "differential" period. That is, 

Tc = Ts, + 7'0. 

As seen in the case of Fig. 19, the first -order effect of the compression 

algorithm is to double the differential period, so that 

7 c = Tse + 2TD. 

While the effect is not completely obvious, it can he best thought of 

in the following manner. Since two samples represent some frequency 

that differs from the subcarrier, the algorithm concatenates pairs of 

samples that represent different portions of the original cycles. As pairs 

of samples are deleted, there is a change in the portion of the cycle rep - 
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resented, the change being related to the difference between the sub - carrier period and the chrominance signal period, i.e., TD. The approx- imate effect of this process will be to create a signal where the differential period is doubled, as indicated above. 
Now let us investigate the effect of this process and see if it meets our requirements for image compression. Let us define: 

] 1 

fsc = - and fD = -. 
Tse 7')) 

We can now write expressions for the original and processed chroma signals: 

Rewriting in terms of our definitions, 

(c - Ise 

l + fsc 

fD 

- fsc 
fc 

1 + 
2fsc 

fn 

The baseband versions of these signals are 

fen - fsc - (c 
fcb = fsc - fc 

or, 

Ire Scf 
fsc 

1 +fsc 
fD 

fr - ¡Se - fs1;1> 

1 
9)sc 

(f) 

Now we ask how the original and processed baseband chrominance sig- nals are related. If we write 

r =f 
(cb 
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fac 
[Sc 

1 + (2f,clfl) 

[.Sc 
fs` 

1 + (lsc/fn) 

we find, upon simplification, 

2[1 + 
[1) x= 

Now we see that if the period of the chroma signal is close to the sub - 
carrier period, then the differential period is small. Then, if T is small 
and ÍD » fsc, 

x=2 
feb 2fcb. 

In the case of the suhcarrier frequency itself, TD is 0 and fU infinite, so 
from our formulation of the baseband chrominance signals, 

fcb -fcb -0, 
and the color suhcarrier is reproduced exactly. as has already been shown. 
Thus, the effect of the algorithm is exactly as desired; it will double the 
baseband chrominance frequencies and still maintain the N'['SC format. 
Note that, similar to the case of luminance components. the algorithm 
has increasingly nonlinear effects as the signal gets farther away from 
the sulx'arríer and will introduce a large amount of distortion. However, 
also like the luminance case, decreasing the power content of the original 
signal and the rolloffof the filter chrominance responses should combine 
to make the overall contribution of distortion not too objectionable. 

There are two additional points to address in order to completely cover 

the compression mechanism. Recall that the compression algorithm 
called for deleting alternating scan lines and changing the beginning of 
the alternating CP and CI filtering process. In the original picture, the 
color suhcarrier is 180° out of phase on adjacent lines. By deleting scan 
lines. adjacent lines would now normally have the same phase, but re- 

versing the CP and CI filter sequence maintains the correct format in 

the reduced -size picture. Also, the effect of deleting scan lines in con- 
junction with the low-pass vertical characteristic of the filters provides 
a picture with increased vertical spatial frequencies without objection- 
able aliasing. 
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Fig. 20-One-quarter-size image produced by the subcarrier reconstruction method. 

To summarize, we have shown how the 1/4 -size compression algorithm 
implements the requirements for image compression. Again, because 
conventional analytic methods do not adequately describe the nonlinear 
concatenation of samples and the analysis presented is somewhat intu- 
itive, this algorithm has also been implemented in software, using a Fast 
Fourier transform, to verify the effects of the algorithm. The results, 
when compared with those of the previous algorithm, show much less 
distortion in the compressed waveform. For the ultimate comparison, 
the same test. slide and monoscope have been compressed using this al- 
gorithm, and are shown in Figs. 20 and 21. respectively. Obviously, this 
algorithm is a great advance over the video -data -deletion method. It 
produces excellent results on the slide, hut still leaves much room for 
improvement on the monoscope. While this method could conceivably 
be extended to a variable ratio algorithm by deriving other CP and CI 
type filters with varying degrees of two dimensional low-pass filtering, 
the compressed image is not of sufficient quality, and other methods 
must he investigated. 

5. Compression by Direct Subsampling and Expansion by Direct 
Repetition 

Thus far, we have only considered algorithms that utilize the specific 
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Fig. 21-One-quarter-size monoscope produced by the subcarrier reconstruction 

method. 

relationships of the composite NTSC signal to produce a Vt-size picture. 

To achieve the goal of a variab e compression rat io, it becomes necessary 

to separate the signal into a set of its component signals (preferably V, 

1, and 'c%), process these in parallel, and recombine t hem into a com- 

pressed NTSC color image at output. Henceforth, only the luminance 

component will be processed for evaluation, since it has the highest 

band.ridth of the component signals, and therefore provides the most 

criticaI assessment of image quality. 
Let us once again consider the approach to the problem where we 

simply delete an appropriate number of pixels horizontally and entire 

lines vertically. Now, from the previous consideration of compression 

requirements, it is obvious that if we want to spatially compress a picture 

to S times its original size (where S 5 1), it must first he low-pass filtered 

with cutoff ve. = S before any subsampling operation can he performed, 

in order to eliminate abasing. Since we have only a component signal to 

operate on, and no constraints regarding the color subcarrier, the filtering 

can he performed in a straightforward manner. To achieve independent 

compression in each dimension, the two-dimensional filter character- 

istic: --.-st he independently alterable. Utilizing a separable filter results 

in a impler structure for implementation, as well as reducing our fil- 
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tering concepts to that of using one-dimensional filters independently 
in each dimension. For the horizontal filter, we simply implement a 
standard LPF. Applying the same filter coefficients to a vertical sequence 
of data implements a vertical LPF, which is translated to the proper 
comb structure in the time domain to properly filter the video signal, 
as has been previously discussed. We have achieved one further advan- 
tage, that is, we may now maintain and delete picture data on a pixel by 
pixel basis. 

Examining the case of producing a 1/4 -size image, it is possible to 
produce excellent results using this approach. Since we may now delete 
every other pixel horizontally and every other line vertically, we can 
achieve a linear subsampling with the proper precompression filtering. 
Considering the compression process in one dimension, a sampled signal 
with resolution T is shown in Fig. 22a, after prefiltering = 0.5, which 
is denoted as ¡(t ). Fig. 22b shows the signal with every other sample 
deleted. Since the signal has been prefiltered, it is adequately represented 
by this subset of the original samples. Now the remaining samples are 
concatenated so that their resolution is again T, which is equivalent to 
sampling ((21) at this resolution, as seen in Fig. 22c. Therefore, we can 
perfectly represent a signal compressed iw a factor of two by this com- 
bination of prefiltering and suhsampling. In fact, this method will work 

T w t 
a) PREFILTEREO SIGNAL ANO SAMPLES 

¡ 

- f(t) 

2T-.t 
b) SUBSAMPLED SIGNAL 

c) COMPRESSED SIGNAL f(21) 

Fig. 22-One-half-size compression by subsampling. 
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perfectly for image sizes that involve keeping one and deleting an integer 
number of pixels or lines, corresponding to one-dimensional compres- 
sions of 1, 1/2, 1/3, 1/4, and l/g, etc. 

Fig. 23 shows a 1/4 -size monoscope image that has been compressed 
using linear subsampling in conjunction with digital Butterworth pre - 
filters. Comparing this result with that of previous algorithms, the image 
quality has been dramatically improved. since the problems of aliasing 
and nonlinear subsampling have been corrected. Now that it is possible 
to implement an ideal compression process, the effects off non -meal 
prefiltering must be considered, and t his will be done in the next sec- 

tion. 
Now. let us examine how the goal of variable ratio compression might 

he achieved. Since the compressed image must consist of an integer 
number of pixels, the compression to a size not attainable by direct, 
subsampling can he approximated by a sequence of subsanlf'lings, which, 
on the average. provide the proper ratio bet ween pixels that are main- 
tained and deleted. For example, a ratio of 3/5 can be achieved by the 
sequence of keeping one pixel, deleting one pixel. keeping two pixels. 
deleting one pixel. This process is illust rated in rig. 24. Similarly. a ratio 

Fig. 23-One-quarter-size monoscope produced by one-half subsampling in each dimen- 
sion. 
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Fig. 24-Three-fifth-size compression by direct subsampling. 

of 5/7 can be achieved by the sequence of keeping three pixels. deleting 
one pixel, keeping two pixels, deleting one pixel; or a ratio of 2/7 may he 
obtained by a sequence of keeping one pixel, deleting three pixels, 
keeping one pixel, deleting two pixels. This process can he implemented 
by modifying the number of samples to be maintained and deleted after 
each subsampling operation. Thus, a linear subsampling is the basis for 
this compression technique, with changes made occasionally to correct 
the compression while it is in progress. 'lie following scheme implements 
this idea. The total number of pixels to he kept in each line is given 
by 

TK = SN, 

where S = 1/k is the desired size of the compressed signal and N is the 
number of samples in the original. Then the total number of pixels to 
be deleted is 

Tr,=N-TK. 
Now, the average ratio of pixel deletions is 

N 
R = -, 

Tr, 

and the ratio of deletions for the remaining portion of the image (that 

30 RCA Review Vol. 42 March 1981 



DIGITAL TELEVISION 

as yet unprocessed) is 

NK + NI, 
Rr - 

where N, is the remaining number of pixels to be kept and N/, the re- 

maining number to be deleted. Init ially, of course. NK = TK and No = 

TD. For S 5 1/2, apply the following steps repetitively: 

(I) compute the deletion ratio of the remaining portion, Rr; 

(2) keep one pixel; 
(3) delete int(k) - 1 pixels. when Rr >_ R; delete int(k) pixels, when 

Kr < K (where int(x) denotes an integer truncation); 
(4) appropriately decrement the number of pixels remaining to he 

kept and deleted, NK and N,. 

When S > 1/2, 

(1) compute the deletion ratio of the remaining pixels, Rr; 
(2) keep int(h - 1)-1 pixels, when Rr S R; keep int(k - 1)-1 + 1 

pixels, when Rr > R; 
(3) delete one pixel; 
(4) appropriately decrement the number of pixels remaining to he 

kept and deleted, NK and N,. 

Of course, the same procedure is applied vertically to entire scan lines 

to achieve variable compression independently in two dimensions. 
By considering the operation of the above algorithm, and observing 

its effect, as shown in Fig,. 24. we see that t he resulting function is indeed 

an approximation to the ideally compressed signal, and that the "jumps" 
caused by changing the number of pixels maintained and deleted is an- 

alagous to the effect of sampling jitter. Clearly. the closer a desired size 

is to one of the ideal subsampling cases, the better the above algorithm 
performs, since the correct ions occur infrequently. Of course, at those 

cases where linear subsampling produces the desired result, the above 

algorithm does indeed produce that result. While we still have not yet 

developed a perfect compression algorithm, t his one does allow variable 

ratio compression, is easily implementable, and its worst effect is that 
of sampling jitter. For compression to an arbitrary size, it certainly will 
produce a compressed image of higher quality than potential composite 
signal algorithms, such as a subcarrier reconstruction method, which 
must maintain multiple samples. As an example of the worst case effects 

of this method, Fig. 25 shows the monoscope image, which has been 

compressed to a size of 0.82 in both the horizontal and vertical dimen- 
sions. While the sampling jitter effect is certainly noticeable, it is not as 

objectionable as one might first expect. 
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Fig. 25-0.82 X 0.82 compressed monoscope produced by the direct subsampling 
method. 

Analogously to the procedure for obtaining variable ratio image 
compression by direct subsampling of pixels; let us consider the possi- 
bilities of expanding an image by the direct repetition of pixels. Once 
again examining the problem in one dimension, an expansion ratio of 
5/3 can be achieved by the sequence of keeping two original pixels, re- 
peating the last pixel once. keeping the next original pixel, and repeating 
it once, as shown in Fig. 26. Similarly, the ratio of 7/5 can be achieved 
by keeping three pixels, repeating one, keeping two pixels, repeating one; 
or a ratio of 7/2 achieved by keeping one pixel, repeating it three times, 
keeping another pixel, and repeating it two times. For expansion in the 
vertical direction, the same procedure is performed with entire lines. 
Obviously, an algorithm for variable ratio expansions can be developed 
in a similar manner as was done in the case of compression. However, 
the case of expansion should provide a much more critical test of this 
approach than compression did, where the original data was smoothed 
by prefiltering. The visual effect of pixel repetitions will be most Ob- 
jectionable where a fixed pattern is present, and Fig. 27 shows a 1.33 size 
monoscope, produced by the sequence of keeping three pixels and re- 
peating one. Clearly, the jitter resulting from this method is more oh - 
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Fig. 26-Five-third-size expansion by direct repetition. 

jectionahle than in the case of cornpressioli, and produces an image of 

unacceptable quality. 
While the overall results of these approaches to image compression 

and expansion have not been satisfactory. they are the first step in at - 
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Fig. 27-1.33 X 1.33 expanded monoscope produced by the direct repetition method. 
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tempting to produce images of variable size. Further, the case of com- 
pression has yielded perfect results for picture sizes of 1/k, where k is 
an integer, since a linear subsampling results in these sizes. 

6. Digital Prefilter Selection and Tradeoffs 

Now that ideally compressed images of certain sizes can be produced by 
linear subsampling, the effects of nonideal prefiltering on resulting image 
quality will be considered. To simplify the observation of the effects of 
various prefilters, the case of 1/4 -size compression in the horizontal di- 
mension will he examined, which of course is achieved by keeping one 
out of every four pixels. 'Therefore, a digital LPF with cutoff frequency 

= 0.25 is required to prefilter the active video information prior to 
subsampling and compression. However, the process of compression 
magnifies and visually illustrates the effects of nonideal filtering, and 
thus makes the filter selection a critical decision. In the process of 
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compression, signal energy that exists above r = 0.25 after prefiltering 

results in aliasing, which is extremely objectionable to the viewer. 

Therefore, the transition bandwidth and stophand attenuation of a filter 

become even more critical in this application than in others, and result 

in interesting tradeoffs with the effects of 3 -dB bandwidth and sharpness 

of cutoff. 
In many applications, including broadcast video, frequency selective 

digital filters are designed by utilizing an analog transfer function as a 

prototype filter, and then affecting an appropriate transformation to 

obtain the desired digital transfer function.5 Such filters are successfully 

designed by applying the bilinear transformation method. For the pur- 

pose of this paper, this procedure is used to design the digital Butter- 

worth and Chehyshev low-pass IIR (infinite -duration impulse response) 

filters which will he applied to video signals. 

It is well known that the Butterworth filter possesses a maximally flat 

amplitude characteristic, and that the Chehyshev filters are equiripple 
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designs, designated as Chehyshev I and Chehyshev II for ripple present 
in the passband and stopband, respectively. For easy comparison, bot h 
amplitude and phase responses of digital Butterworth, Chehyshev I, and 
Chebyshev II filters are shown in Figs. 28, 29, and 30, respectively. 
Looking at the amplitude responses, it is obvious that a sharper ampli- 
tude response requires higher -order filters. Unfortunately, the accom- 
panying phase response becomes increasingly nonlinear. The Butter- 
worth phase responses are preferable to those exhibited by the Che- 
hyshev filters, and also, the lower -order filters have more nearly linear 
phase responses than those of higher order. The digital equivalents of 
other common analog filters, such as Bessel and elliptic designs, will not 
he discussed, since it is the Butterworth and Chebyshev designs that 
make the necessary tradeoffs between amplitude and phase response 
which are most certainly required for video processing. 

It is also well known that digital FIZZ (finite -duration impulse re- 
sponse) filters can be designed so that t heir frequency response has an 
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exactly linear phase characteristic.s One technique is to let the filter 
coefficients be a windowed Fourier series representation of the desired 
frequency response, and it was this method that was used to design the 
FIR filter that was implemented for comparison with the IIR filters. 
However, these FIR filters require a large value of N, the impulse re- 

sponse duration (i.e. filter order), to adequately approximate sharp cutoff 
filters. Hence, a large amount of processing and storage is required to 
realize such filters, thus making them undesirable for video applica- 
tions. 

To illustrate aliasing at its worst, Fig. 31 shows an image that has been 
compressed with no prefiltering. Note the translation of high frequency 
black and white bars to that of a lower frequency. Further, certain pieces 
of the image can be seen to have simply disappeared from the picture 
altogether. These effects, of course, are the visual results of aliasing. Now 

let us apply a prefilter. We will first select a digital Butterworth design, 
because of its maximally flat amplitude characteristic and fairly good 
phase response. The filter is composed of cascaded second -order sections 
and is designed with the reference frequency as the -3 dB point. For our 

Fig. 31-One-quarter-size horizontally compressed monoscope produced by subsampling 

with no prefilter. Note the severe effects of aliasing in the image. 
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Fig. 32-One-quarter-size horizontally compressed monoscope with sixth -order digital 
Butterworth prefilter. 

first attempt, let us select a sixth -order filter with -3 dB point at = 
0.25. Note in Fig. 32 the odd black rectangles present in the image. Upon 
close examination, however, there are none of the classic effects of ab- 
asing visible in the picture, nor are any "rectangles" present in the image 
compressed with no prefilter at all. Before jumping to any conclusion, 
let us next try a fourth -order Butterworth filter, with ¡'c. = 0.25. As seen 
in Fig. 33, our black rectangles are still present in the image, although 
to a lesser degree. Let us once again reduce the filter order. to a second - 
order Butterworth with ye = 0.25. From Fig. 34, we see that we have now 
eliminated our black rectangles from the picture. However, a critical 
examination also reveals indications of aliasing in the picture, particu- 
larly in the horizontal and vertical bars. Hence, we have arrived at the 
tradeoffs to be made in the applicat ion of digital filters to the problem 
of horizontal image compression. A high filter order results in an excel- 
lent reduction of aliasing; however, the sharp cutoff' of the filter produces 
ringing in the output waveform and has an associated nonlinear phase 
response, which together are responsible for the objectionable rectangles 
introduced into the picture. As the order of the filter decreases, the phase 
nonlinearity lessens and the overshoots in the output signal are reduced, 
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Fig. 33-One-quarter-size horizontally compressed monoscope with fourth -order digital 

Butterworth prefilter. 

Fig. 34-One-quarter-size horizontally compressed monoscope with second -order digital 

Butterworth prefilter. 
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Fig. 35-One-quarter-size horizontally compressed monoscope with third -order digital 
Chebyshev II prefilter. 

but the cutoff sharpness also decreases and admits aliasing that is visible 
in the picture. Therefore, to obtain an image of optimal visual quality, 
we must choose a filter to somehow balance the effects of aliasing, 
ringing, and phase nonlinearity. 

The Chehyshev filters are not at all promising for this application, 
since they exhibit sharp transitions, but with very nonlinear phase re- 
sponse. In fact, all of the even -order Chehyshev I designs are unaccept- 
able, since they introduce an attenuation at low frequencies that would 
result in a darkening of large picture areas. The Chebyshev II types are 
clearly not desirable in this application where good stop -band attenu- 
ation is necessary to avoid aliasing. Fig. 35 illustrates the effect of a 
third -order Chehyshev II (i'e = 0.25) prefilter on a compressed image. 
A close examination reveals that the undesirable effects of aliasing and 
phase nonlinearity are both present in this case. Clearly, then, a Che- 
byshev I third -order filter would also be unacceptable due to the phase 
distortion, thus eliminating any possibility of an acceptable compromise 
being found in a Chebyshev design. 

Let us now examine our alternatives. It seems as if all of our problems 
could be resolved by the use of any of the higher order IIR filters, cas- 
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Fig. 36-One-quarter-size horizontally compressed monoscope with scaled second -order 

digital Butterworth prefilter. 

caded with a digital all -pass phase equalization filter. While this is one 

solution, the use of an initially higher -order filter, in addition to the order 

of the all -pass network required to correct the phase response to an ac- 

ceptable characteristic, is undesirable for real-time implementation and 

should he avoided if we can find a reasonable alternative. The second - 

order Butterworth design is extremely attractive, except that it does not 

have a sharp enough rolloff to prevent aliasing energy to be visible when 

= 0.25. Therefore, let us scale our cutoff frequency ve =13.0.25, so that 
the aliasing energy is more severely attenuated, at the expense of the 

3 -dB bandwidth of the image and, correspondingly, its overall sharpness. 

Subjectively, fi = 0.8 has been found to be a good value; this gives the 

image a 3 -dB bandwidth of', = 0.2 and has approximately 6 -dB atten- 

uation at v = 0.25. The results of using this as a compression prefilter 
are shown in Fig. 36, and this seems to be an excellent compromise. since 

the effects of aliasing are much less noticeable than with the previous 

second -order filter, while we have not sacrificed much apparent sharp- 

ness. 
Our final alternative is to utilize a high -order, linear phase FIR filter. 

For comparison, a nineteenth -order FIR filter (a Nanning windowed 

Fourier series design) was implemented as a prefilter, with the results 

shown in Fig. 37. Clearly, this filter produces the best results of all. 
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Fig. 37-One-quarter-size horizontally compressed monoscope with nineteenth -order FIR 
prefilter. 

However, the FIR implementation is even worse than the alternative 
of phase equalization for an IIR filter. Not only is the number of multi- 
pliers required for an IIR filter significantly less, but had the compression 
and filtering been done in the vertical direction, rather than horizontally, 
instead of 19 samples we would require 19 lines (i.e., 17,290 samples) of 
storage for the FIR filter, thus making this alternative highly impractical 
for applications involving the multidimensional processing of video 
signals. 

For the prefilters associated with image compression, we have seen that aliasing energy and phase nonlinearity have a greater impact on 
subjective image quality than the 3 -dB bandwidth. The best compromise 
seems to be the second -order digital Butterworth filter, with the 3 - 
dB -bandwidth scaled down appropriately for the application. The ad- 
ditional arithmetic operations and storage required for the alternatives 
of digital phase equalization or FIR filter designs significantly increase 
the problems of performing digital filtering of video signals in real time, 
and thus makes it necessary to consider the tradeoffs inherent in the use 
of low -order IIR filters in order to select the best filter for this applica- 
tion. 
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7. Compression and Expansion by Resampling Through Interpolation 

The algorithm that has been developed, while it does allow variable ratio 

compression and expansion, is based on simply deleting or repeating 

appropriate samples and not on a theoretical approach, which will now 

be developed. 
Recall that the previous algorithm did produce theoretically perfect 

compressions when a linear subsamplíng operation could he performed. 

The discrete signal fa(t) can he expressed in terms of the analog signal 

f(1) and the sampling period T as 

fa(t) = E f(i7') 5(t - n7'). 

When an integer subsampling occurs corresponding to a picture size of 

S = 1/k, one out of k (k = 1, 2, :3 ...) samples is maintained, which is 

equivalent to having originally sampled the signal at a resolution of kT. 

Hence, the subsampled signal, ga(t ), is 

a> 

ga(t) = Z f(nkT) 5(t - nkT). 

However, the samples are once again converted to a resolution of T by 

scaling the output time resolution by a factor of k, so that the output 

signal, ga(kt ), is 

CO 

ga(kt) _ r f(nkT) ó(kt - nkT) 

CO 

_ , f(nkT) rS(t - n7') 

The above is, of course, the sampling expansion for the signal f(kt) 

sampled at a resolution of 7'. and is the result of the subsampling and 

discrete time scaling processes. For the case where k is an integer, sub - 

sampling produces the appropriate f(nkT). However, the preceding 

expressions suggest that a perfect compression or expansion of any size 

can be obtained, as long as the samples of f(nkT) are available, for any 

.k. Thus, to produce the discrete representation of a picture of size S, 

samples of the original image must be taken with resolution T/S and 

converted to a resolution of T, as shown in Fig. 38. However, this process 

must only be performed on the active portion of video waveform after 

component separation and the appropriate prefiltering. Therefore, it 

cannot be accomplished via the original sampling, and what is required 

is a method of interpolating the arbitrarily located samples f (n T/S) from 

the original samples of f(nT). 
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Fig. 38-Perfect compression and expansion by resampling. 

Ideally, any signal sampled at or above the Nyquist rate is recoverable by passing the sampled signal through a LPF with cutoff fc = fJ 2. This is the same as convolving the sampled sequence with the filter impulse response, which interpolates between sample points. Therefore, as- suming an ideal LPF, f (t) is given by 
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sin (x ) INTERPOLATION 

r i : - M 
t 

f(t) i(nT)sinc T (+-nT) 
o.m 

Fig. 39-sin(x)/x interpolation. 

f(t) = i f(n7') slut (t - rr7'). 

This interpolation process, illustrated in Fig. 39. gives us a means to 

calculate the required resampled points f(nT/.1) needed to implement 

an ideal variable -ratio compression. 
To summarize t his method, then, fbr a compression to size S the signal 

o 

.. 
4 3 / 

1 

.100 

Fig. 40-1.54 X 1.54 expanded monoscope with finite length sin(x)/x interpolation (N = 

5). 

RCA Review Vol. 42 \larch 1981 45 



ís prefiltered with cutoff n,. = S, the interpolated values off (nT/S) are calculated, and then output with resolution T. In the case of expansion, no prefíltering is required, so that only the interpolation of the samples f(nT/S) and their rescaling to resolution 7' is necessary. While this method was developed as a one-dimensional problem, it is equally valid to perform the operations independently in the horizontal and vertical 
dimensions of an image, so that this procedure is performed horizontally by interpolating between adjacent pixels, and vertically by interpolating between lines. When implementing the interpolation, it is, of course, necessary to deal with a finite sum, so that 

N 
1r 7(t) = f(nT) sine- (1 - nT), 

n=-N T 
where Pt) is the approximate value of f(t). Fig. 40 shows a monoscope that has been expanded to 1.54 times its original size in both the hori- zontal and vertical dimensions, using a finite interpolation with N = 5. As can easily he seen, the image suffers a great degree of degradation due to the slow convergence of the sine function and clearly shows a related ripple structure. At first, the solution would seem to he to take a larger value of N. Fig. 41 shows the effect of doubling N, in a 1.22 times ex - 

0, 
1-- 

, 

Fig. 41-1.22 X 1.22 expanded monoscope with finite length sin(x)/x interpolation (N = 10). 
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pansion of both dimensions with N = 10. Clearly, the resulting image 

quality is better, but far from acceptable. A critical problem is that the 

computational circuitry required for this method to be implemented in 

real time is hardly conceivable even for small values of N, much less for 

very large values. While it is possible to derive other interpolators with 

much faster convergence than the sinc function based on smoot her filters 

of reduced bandwidth, these expressions generally involve rather com- 

plex trigonometric calculations, and are simply not suitable for imple- 

mental ion. 
Therefore, while linear systems theory allowed a derivation of the ideal 

method of compression, the interpolation scheme dictated by ideal 

considerations must he forsaken because of its computational com- 

plexity. What is required, then, is a quickly converging method of ob- 

taining a "reasonably good" approximation to [(nT/S) that is compu- 

tationally tractable. Thus, some method of polynomial interpolation 

presents itself as a likely candidate, with linear interpolation being 

particularly attractive. 
In the case of linear interpolation, the "new" pixel (i.e. /(nT/S)) is 

computed from the two adjacent pixels and the desired location of the 

interpolated point in the inter -sampling interval. Referring to Fig. 42, 

f(b) 

T t(c) 

b t c 

LINEAR INTERPOLATION BETWEEN ADJACENT 

SAMPLES, f (t) IS COMPUTED FROM f(b), f(c) 
AND LOCATION t. 

f (b,) . (t,) 
. 

,(g) 
f(t) 

f(cl 

bz Iz cz 

LINEAR INTERPOLATION BETWEEN VERTICALLY 

AND HORIZONTALLY ADJACENT PIXELS: 

f(t,) IS COMPUTED FROM f(b,),f(g),t1ASABOVE 

f(tz) IS COMPUTED FROM f(bz),f(cz),tz AS ABOVE 

f(t) IS COMPUTED FROM flt,),f(tz),t AS ABOVE 

Fig. 42-Linear interpolation of pixels. 
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note that the desired pixel location t lies between the original sample locations b and c, and that f (b) and f (c) are the pixel values at these lo- cations. Letting point b be zero on our time axis, a first order interpo- lating polynomial is 

1(x)=alx+a0. 
Referencing the desired pixel location to pixel b by substituting t - b = x, and solving for al and a0 so that the line connects f (b) and f(c), we obtain 

1(t) = (1(c) - f(b)) (t - b) + f(h). 
Thus, we have an easily computable approximation to the signal value at any desired time. Once again, we have only considered the one-di- mensional case, although, in general, the new pixel location will fall in a grid of vertically- as well as horizontally -adjacent samples of the original picture. Hence, in the general case of two dimensional com- pression, the original continuous image is approximated at any point by a sequence of two horizontal and one vertical linear interpolations, as shown ín Fig. 42. 

To visually evaluate the results of this procedure, Fig. 43 shows a 
monoscope image that has been expanded to a size of 1.54 in each di- mension, while Fig. 44 shows an 0.82 size compression. Clearly, this method produces surprisingly good results, with the rather unsophisti- cated linear interpolation producing much less objectionable effects than the slowly converging sinc interpolator or the jitter resulting from simple pixel deletions. This level of quality is one that would be judged as quite excellent for a special effects product, and the algorithm is particularly attractive from the hardware implementation standpoint, since the linear 
interpolation can he performed with two subtractions, one addition, and one multiplication. 

However, to see if it is possible to improve compressed image quality even further, let us investigate the use of higher -order polynomials as interpolating functions. The general nth order polynomial 

1(x)=ax"+cr_1s"-'+...+a1x+ao 
has n + 1 coefficients to be solved for, thus indicating that n + 1 adjacent pixels will be required for interpolation. Both the general nature of the cubic polynomial and the symmetry gained by using four adjacent pixels for estimation (two on each side of the interpolated point) suggest the use of a cubic interpolator. While several methods of polynomial fitting are available, this application seems to dictate that when the polynomial is evaluated at any one of the actual sample points, the actual sample value should he produced, so as not to replace any data that is known 
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Fig. 43-1.54 X 1.54 expanded monoscope produced using linear interpolation. 

Fig. 44-0.82 X 0.82 compressed monoscope produced using linear interpolation aid scaled 

second -order Butterworth prefiltering. 
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3, 4. 
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Fig. 45-Cubic interpolation of pixels. 

to be correct by an approximation. This requirement results in a 
straightforward method for determination of the polynomial coefficients 
in terms of the pixel values and interpolated sample location. Referring 
to Fig. 45, note that the desired pixel location t lies between the original 
samples h and c, which are adjacent to points a and d, respectively. In 
order to determine the polynomial coefficients, the following set of 
equations must he solved: 

i(x) = a3x3 + a2X2 + (Y(X + CYO 

1(a) = [(a) 

1(b) = f(b) 

1(c) = f(c) 

1(d) = f(d). 

where, once again, f (a) represents the pixel value at position a, etc. Since 
the interpolated pixel location t will always he referenced relative to that 
of pixel a, and will fall somewhere between pixels h and e, let us set a = 
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0, b = 1, c = 2, and d = 3, as shown in Fig. 45. We then obtain 

f(a = 0) =cro 

f(b=1)=cr3+u2+al+cro 
f(c=2)=8cr3+4a2+tai+cro 
f (d = 3) = 27a3 + 9cr2 + 3cr l + ((e. 

Solving these equations yields 

as=-I1(d)-f(a)!+-11(b)-f(e)! 

"2 = If(a) + f(c)1 - 1(b) - 3(c3 

ai=f(b)- Ma) -cr2-a3 

ao = [(a). 

The coefficients were purposely left in a form such that each can be 

calculated from pixel values and previously computed coefficients. 

Therefore, the computational circuitry required to perform the coeffi- 

cient calculations can be minimized by computing the coefficients in the 
above order. Hence, we have obtained the expressions for the coefficients 

of an interpolating cubic polynomial in terms of the surrounding pixel 

values. Since we are referencing the interpolated pixel location to pixel 

a, our interpolator becomes 

f(t-a)=a3(t -a)3+a2(t -a)2+crl(t-a)+a0. 

where the coefficients are determined as shown above. 
Just as in the case of linear interpolation, for the general case of image 

compression, desired pixels requiring interpolation will fall in between 
both horizontal and vertical samples. This time, five interpolations are 
required, four horizontally and one vertically, as shown in Fig. 45. This 
method also was implemented, and the results of a two dimensional 1.54 

expansion and 0.82 compression are shown in Figs. 46 and 47, respec- 
tively. A comparison with the images produced by linear interpolation 
shows no significant improvement in image quality to justify the increase 
in computational circuitry required to implement the cubic interpolator. 
It is certainly dubious whether even higher order polynomial interpo- 
lators would offer any better results. Thus, while cubic interpolators may 
produce marginally better results, the compression and expansion of 
images by resampling through linear interpolation offers both high 
quality results and ease of implementation. 
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Fig. 46-1.54 X 1.54 expanded monoscope produced using cubic interpolation. 

3 

Fig. 47-0.82 X 0.82 compressed monoscope produced using cubic interpolation and scaled 
second -order Butterworth prefiltering. 
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8. Conclusions 

A number of algorithms for image compression have been examined, 
ranging from very simple and intuitively developed ones that operate 
on the composite video signal to the development of a method for vari- 
able -ratio compression and expansion of component signals derived from 

linear systems theory. Further, the short -comings of theoretically perfect 
interpolation schemes were shown when it was attempted to implement 
such schemes using finite summations. Hence, the approximate inter- 
polation method of polynomial fitting has been used, and shown to 
produce excellent results, while being computationally tractable. Also, 

the effects of nonideal prefiltering have been examined, and the ap- 
propriate tradeoffs considered. Clearly, the optimal method of high 

quality image compression would utilize the combination of high order 
FIR prefilters and cubic interpolation. However, the cost of producing 
such a system would probably be prohibitive, due to the amounts of 

memory and computational circuitry which would he required. 
A quite reasonable alternative, which will still produce high quality 

compressed images, is to utilize the scaled second -order Butterworth 
prefilter in conjunction with linear interpolation, as was done in the 
figures illustrating the linear interpolation method. This alternative 

Fig. 48-"Indian head" monoscope pattern used to display video special effects. 
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Fig. 49-1 X 0.75 horizontally compressed monoscope pattern. 

certainly minimizes the amount of circuitry required for implementation, 
and produces images of quite high quality. Thus, an implementable 
scheme for producing high quality, variable ratio compressed images has 
truly been developed. 

To further illustrate the quality of these results, as well as the possi- 
bilities for video special effects using the techniques of image compres- 
sion and expansion, several additional pictures will be presented. Fig. 
48 shows the slightly different monoscope pattern used for these ex- 
amples. Fig. 49 shows the effect of performing a 0.75 compression in the 
horizontal dimension only, while Fig. 50 shows similar results in the 
vertical dimension. To show that this method truly maintains high image 
quality at greatly compressed sizes, Fig. 51 contains images that have 
been compressed by factors of 0.4, 0.3, and 0.2. Note the excellent quality 
exhibited even by the 0.2 size image. 

To illustrate high quality in expanded images, Fig. 52 shows a 1.54 size 
image, while Fig. 53 shows an expansion of 2.5 times. 

A critical examination of the image reveals what appears to be tem- 
poral noise in the image, which has been magnified by the expansion 
process. For large expansion sizes, temporal noise reduction techniques 
could be applied to eliminate this noise. Alternatively, a spatial postfilter 
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r 

Fig. 50-0.75 X 1 vertically compressed monoscooe pattern. 

Fig. 51-0.4 X 0.4, 0.3 X 0.3, and 0.2 X 0.2 compressions. Note the nigh quality of the 

images even at greatly reduced size. 
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1. 

Fig. 52-1.54 X 1.54 expanded monoscope pattern. 

1 

could be applied to each of the component signals, just as prefiltering 
was performed in the case of compression. Thus, postfiltering with cut- 
off = //S will eliminate the noise, while passing the entire image 
spectrum. Fig. 54 shows an expansion of 2.5 times, postfiltered in both 
spatial directions by second -order digital Butterworth filters. Thus, 
because of the reduced bandwidth of the expanded image, postfiltering 
can very effectively remove noise that has been magnified by the ex- 
pansion. 

The variable compression and expansion of images on a dynamic basis 
can provide a startling special effect, but this can he carried even further. 
By performing horizontal compressions, and altering the compression 
ratio on each line by some formula, extremely interesting results can he 
obtained. Linearly varying the compression ratio produces the effect of 
Fig. 55, where the image seems to take on a perspective quality. Varying 
the compressions according to the formula for the chords of a circle 
transforms a rectangular image into the circular one shown in Fig. 56. 
Indeed, the effect of gradually transforming the rectangular image into 
a circle, and then compressing it into a point, or the opposite sequence 
of operations, would truly be a dramatic effect. Similar operations might 
be performed with a diamond, or other geometric shapes. Hence, the 
ability to perform high quality image compression and expansion, a goal 
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1 

V 

Fig. 55-2.5 X 2.5 expanded monoscope showing noise. particularly in the background. 

é ;+ 1,-;\ . 

Fig. 54-2.5 X 2.5 expanded monoscope after post?iltering with second -order Butterworth 

filters. Note the reduction of noise compared to Fig. 53. 

RCA Review Vol. 42 March 1981 57 



Fig. 55-Altering the compression ratio linearly on a line -by-line bases to give a perspective 
effect. 

-7 

Fig. 56-Altering the compression ration on a line -by-line basis as the chords of a circle 
produces a circular mapping, or fisheye lens, effect. 
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which has truly been achieved in this effort, can provide the basis for a 

whole new class of video special effects. 
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Visual -Perception -Related Effects in Chinese - 
Japanese Written Characters 

E. O. Johnson and S. Tosíma 

RCA Research Laboratories, Inc., Machida City, Tokyo, Japan 

Abstract-Chinese-Japanese pictorial language characters were analyzed in terms of the 
standardized writing strokes, or "visual elements," that compose them. When 
plotted as a function of the number of strokes, a dictionary of characters reveals 
a normal -type frequency distribution with fine structure arising from stroke grouping 
patterns. The average stroke group contains about four strokes, an interesting 
result with counterparts in more familiar examples of how humans organize in- 
formation. And when strokes are used as a basis for comparison, it is seen that 
English words and Oriental characters, at least as used in the Japanese language, 
are approximately equivalent in information content. 

Introduction 

The characters in any major written language have evolved over long periods of time and so have a demonstrated practicality in conveying thought information. Long usage should tend to wash away redundancy and ambiguity, leaving only the essential visual elements. Evolution would probably tend to favor characters having economy of construction, ease of recognition, and breadth of meaning. Evolved characters must he the ones that approach the best match to the visual system. In t urn, much about this system should he revealed in these written charac- ters. 
The Chinese -Japanese pictorial characters, called "Kanji" in Japan, provide a particularly good example of such written characters. These 

have evolved over thousands of years, and in terms of'total usage are of 
comparable world importance to the purely phonetic characters used 
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in Western alphabets. Some of the simple forms of the Kanji remain 
unchanged after several thousand years; characters of more complex 
shapes have been simplified over the years. This simplification process 
has continued up to the present day in China and in Japan. Moreover, 
Kanji characters have other qualities that make them particularly 
meaningful and convenient to study with respect to visual phenomena. 
They are well standardized, documented, and consist of a very large 
diversity of configurations that convey the human thought spectrum. 
Characters are constructed by pen or brush strokes standardized in 

application sequence, relative size and shape, in orientation, and in lo- 

cation in the character space) Fig. 1 is a copy of two pages taken from 

a .Japanese standard list of 1850 Kanji characters part icularly convenient 
to use as the primary source of data for the following analysis. 

It will be noted from the figure that standard stokes are vertical, 
horizontal, or diagonal lines. In some cases the strokes may he relatively 
short in length, or bend around a corner. As shall he seen, the number 
of these standard strokes in a character, or sub -section of a character, 
are a convenient analytical parameter. In a practical sense, each stroke 
is a "bit" of visual information. 

The main concern in this paper is the analysis of the numerical aspects 
of the grouping and subgrouping of strokes in the Kanji character 
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Fig. 1-Typical Kanji as they appear in a standard list of 1850 characters used in Japan. 

Shows stroke order and composition. 
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spectrum. One conclusion from this study is that there exists a strong 
tendency on the average for the strokes to have four -fold groupings, a 
feature that seems to have escaped previous notice. Apparently, if given 
the choice, the human system prefers to organize its image data in groups 
limited to about four items. Smaller groupings may not be adequate to 
carry the required information; larger groupings are inconvenient for 
rapid comprehension. This result lies within the known human limiting 
capacity for handling item groupings up to 7 ± 2.2 Another result is t hat 
when strokes are used as a basis for comparison, it is seen that English 
words and the Oriental characters are approximately equivalent in in- 
formation content. 

Kanji Character Spectrum 

Fig. 2 shows the number of Kanji characters H(N) plotted in linear scale 
as a function of the number of strokes (N) in the characters. The data 
was taken from the previously noted list of 1850 Japanese standard 
characters of which Figs. 3 and 4 show typical examples in the various 
stroke categories. 

As can be seen in Figs. 2 and 3, there are only a few single -stroke 
characters because of the limited number of distinguishable characters 

i 

8 

lt u 

6 

200 

180 

160 

140 

40 

20 

Konji Chaoc ter 

Frequency Distribution 

6 12 16 20 24 
(N1 Km)1 Stroke Category 

Fig. 2-Linear plot of Kanji character frequency spectrum as function of number of writing 
strokes. 
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The 1,850 

GENERAL -USE CHARACTERS 

I STROKE 
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X125 

Page 40 

7 

py¡e 16 / \ e 

page 16 

9 

page 16 

289 

pag, n 

RY0 (to come to an 

end, to urdentand) 
1.8 

me M 

..--- 2 

page IS 
I 

(0 
page 17 

21 /\ moo. and, again. al. 

3 STROKES 

O. old unit of length 
(3.316 yd J. length 

} 
I I 

101 

tx8e 25 

1S a hYO: yg6r) and 

~by), to reach. e 

equal, to extend 

20 

rage 19 f.J 
V 
pxQe 20 

a 
Pate 19 i 17 

1 IS 

GA N.suffix 
pill; raMr), 

nd, circular, glob. - 1 x10 1 97 

582 

rage 131 

9g 

.age 34 

80 (to loae, to 
non -cement. 

flee): he late (Prefix 

for "deccaed') 

1 

page 19 

BON (8enerIly alI 
roughly. ordinary) 

32 

rage 21 

b, edge a JIN;knife, 

blade 

31 

SIiAKU, old unit of 
old (0.152 gi.). 

(0.355 .q.5 .) 
o am 

SUN. old n of 

+nen..ure 
((.un192 

in ). 

Fig. 3-Typical Kanji in the 1, 2, and 3 -stroke categories as they appear on pages of 

1850 -character dictionary. 

that can be constructed with just one stroke. For example, one might 
suppose that the location of a single horizontal stroke in the top. middle, 
or bottom of a character space could he used to signify different char- 

acters. In everyday practical usage, however, such different locations 

of a single stroke in a character space may not he clearly distinguishable 
from each other, particularly if written in haste, and so would not survive 

the evolutionary process. 
A greater number of practical two-stroke characters is possible than 

ones having only a single stroke, and even greater numbers are possible 
with three strokes, four strokes, and so on. However, as more and more 

strokes are added, the space in the visual square gets so cluttered that 
the number of perceptually distinguishable characters in a given stroke 
category reaches a practical limit and starts to decrease. In addition, 
writing time and effort increases with the number of strokes. Accord- 
ingly, the frequency curve reaches a maximum, then decreases. As will 
be seen later, the perturbations in the region of the maximum are due 
to rearrangements of the stroke groupings that apparently allow the 
system to digest more strokes without substantial reduction in the 
number of visually useful characters. However, when the 13th stroke is 

added, the number of useful characters drops sharply. The perturbations 
that appear at 15 and 18 strokes are also due to rearrangements of the 

stroke groupings. 
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I 

22 STROKES 
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9 atrokeetuae /t JO; .)o n.. ..u,' "P'p 
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5 atrokn /mss 
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to make advances to) 
9 strokes 

4 L 

BOKU (sympl< nod 
honest, nsophiari 

teal 
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KO (flood; pint) 
9 

r`. 5. moda~)'to return 
.t (1v. -), w v.:NM, :wo- 

-1- 
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4.. 
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SILO; O. early eve 
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old) 
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, 
___ VVV 

SAN, frame (o( 
Adji, ), crosspiece, 

Id' t, bolt 
Id' srrokn 

HI (to epee) 
a ~et ,üv 

O!v 

SHAKO, serving mr .o - 
S ñelpinR I. person) 
to kt 
IU moats 

,jp? J, ̀ _ 

O1:1; dons, mud, 

R makes 

L RYO, dragon 
lU .troce. 

r (in e order, 
ume; 03 

etual, 
rarrange,ortnaRe) 

a rokes 

TE to in9uie x- 
pnl' into, to spy on) 
II tykes 

Fig. 4-Typical Kanji in the 21, 22, and 23 -stroke categories as they appear on pages of 
1850 -character dictionary. 

To summarize, the left-hand portion of the Kanji frequency distri- 
bution curve (Fig. 2) is stroke limited, the right-hand portion complexity 
limited. Limits for perception complexity set in much before the ap- 
pearance of visual element resolution problems. The left-hand portion 
of the curve represents simpler and more frequently used characters as 
judged from the standard list» These simpler characters also tend to be 
older as judged from typical museum exhibitions of archeological arti- 
facts. Furthermore, as is well known, the right-hand portion of the curve 
represents characters that are largely composed of groups of the simpler 
characters. In many cases these simpler characters have been somewhat 
distorted in shape to achieve a suitable visual fit into the available 
space. 

Curve behavior beyond about 20 strokes does not seem to be signifi- 
cant for our present purposes. Both arm and the eye grow weary beyond 
this point. 

Fig. 5 shows a log -log plot of the data in Fig. 2 (circles). Superimposed 
on this are data from a more detailed, older, .Japanese dictionary3 
(squares) and from a newer Chinese dictionary' (triangles). Data for 
these curves are given in Table 1. The general characteristics of the three 
curves are quite similar, even though the newer character populations 
are substantially abbreviated versions of the older one. There is a curve 
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í00J 

200 

Y 

= io 

Kenji Dtctionory 
600 Frequency 
400 Destnbution 

H(N) 

4 6 10 20 
(N) Kali Stroke Cotegory 

Fig. 5-Log-log plot of Fig. 2 with addition of frequency data taken from a much larger 
Japanese dictionary, and from a current Chinese dictionary. 

maximum between 8 to 12 strokes, and when the low -stroke -number side 
of this is viewed in detail it is seen to be smoother than the high - 
stroke -number side. The perturbations on the high side occur roughly 
at the same number of strokes. On the low -stroke side of the curve 
maxima, at about four strokes, there is a noticeable change of slope that 
suggests a change in the basic structure of the characters. In particular, 
it was felt that this change related to the manner of stroke grouping 
within the characters. This belief prompted the more detailed analysis 
that follows. 

Procedure for Counting Stroke Groups 

The grouping of items to facilitate mental processing is a familiar phe- 
nomenon and has been extensively studied.2 The grouping of strokes in 
patterns inside Kanji characters is conventionally used as a mnemonic 
aid for students. The simpler characters with a relatively small number 
of strokes are usually taught first. These form the basis for dealing later 
with the more complicated characters mainly composed of subgroups 
of the simpler ones fitted together in various ways. For example, the 
20 -stroke Kanji "SHO," is composed of three readily distinguishable 
subgroups that are characters by themselves, and appeared as such 
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Table 1-Kanji Character Frequency Data as a Function of Number of Strokes for.lap- anese Standard 1850 -Character List,' for Japanese I )ict ionary of 9768 charac- ters,3 and for Current Chinese Dictionary of 3372 Characters.° 

Stroke 
Category 

Japan 
Abbrev.' 

Kanji characters 
Japan 

Detaileda 
Current 
Chinese° 

(N) ti(N) 
1 2 2 2 2 12 26 23 3 30 60 50 4 64 133 117 5 88 192 155 6 106 256 243 7 141 442 345 8 174 621 400 9 170 703 390 10 191 784 385 11 180 825 320 12 189 883 287 13 138 798 214 14 101 703 142 15 98 704 118 16 67 604 76 17 31 494 48 18 32 377 18 19 17 322 15 20 lI 224 11 21 5 192 5 22 

1 131 4 23 2 104 3 24 - 75 1 25 - 48 - 26 - 23 
27 - 22 28 - 9 
29 - 6 - 30 - 2 - 31 - 1 - 32 - 

1 

33 - 
1 

Sum 1H (N) I850 9768 3372 Dispersion (a) 3.77 4.63 :1.43 Median 9.72 11.95 8.90 

earlier in the dictionary listing (top left in Fig. 4). In fact, all of the Kanji in the figure are composed of subgroups in t his same manner. Subgroup shape distortions to achieve "visual balance" are relatively minor in these particular examples; it is easy to recognize the subgroups as characters that appeared earlier in the Kanji spectrum. 
In counting the subgroups in a character to provide the data for our analysis we proceeded as follows. The entire standard list of characters was visually scanned starting with one -stroke items and continuing throughout the entire dictionary list, terminating with 23 -stroke char- 

acters. The characters with one, two, and three strokes are quite simple and are considered to consist of only one visually inseparable group of 
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strokes. In the four-stroke category, however, it was readily seen that 
many characters were either composed of two of the simpler characters, 
or one of these plus a new configuration of grouped strokes. In the suc- 
ceeding stroke categories, such "building block" buildup becomes in- 
creasingly pronounced; in some of the more complicated characters we 
could recognize up to five building blocks. In almost all cases it was 
possible to make a clear distinction of such groupings, particularly after 
the dictionary had been scanned several dozen times to improve famil- 
iarity with the stroke patterns. In addition, to refine the perception of 
stroke groups, the presence of many particular subgroups was tracked 
through the character spectrum. 

Whereas the preceding part of the procedure is straightforward, there 
remains a question of definition when the subgroups, themselves, are 
made part of a larger subgroup. This happens, for example, when "1-" 
and "o" are combined into "*", which is visually, if not historically, 
a subgroup of the character "tt". Our procedure in such a case is to 
count "i" as two groups when it first appears in the Kanji frequency 
spectrum, and then count it as a single group when it appears further 
on in the spectrum as a clearly recognisable component in a more com- 
plicated Kanji such as "" noted above. This manner of counting 
favors the natural human tendency to group items at ever higher com- 
binatorial levels, and is consistent with the concept of grouping discussed 
in this paper. 

Notations and Relationships 

There are various simple relationships between numbers of Kanji, 
strokes, Kanji subgroups, and the various useful averages that will be 
considered in this study. These, together with the parameter notations, 
are as follows. 

Every Kanji is composed of a given number of strokes N. The total 
number of Kanji in the category of N -strokes is H(N). The total number 
of Kanji in all stroke categories, N = 1 to N = N, is the summation of all 
Kanji having one stroke, two strokes, and so on, as given by 

N 
11 = H(N). II] 

N=1 

A Kanji having N -strokes may have one grouping, or cluster. of strokes 
(n = 1) or, as shall be seen, there may be as many as five different groups 
of strokes (n = 5). The N total strokes in a Kanji may be allocated dif- 
ferently between various subgroups or, as a special case, the allocation 
may be equal. In any case, the average stroke allocation in a Kanji is 

N/n. 
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Among the H(N,n) Kanji having N strokes, some Kanji H(N,1) will 
have n = 1 subgroups of strokes, some will have n = 2, n = 3, and soon. 
The sum of all these Kanji H(N,n) having the same stroke number N, 
but different numbers of subgroups, H(N,1), H(N,2), etc., will be H(N) 
as described by 

H(N) = H(N.n). 121 n=I 
The total number of strokes in the Kanji class having N strokes is N 

H(N), and the total number of strokes summed over all values of N di- 
vided by the total number of Kanji from Eq. I1 I gives the average number 
of strokes per Kanji: 

N 
NH(N) 

(N) - N 
-I 

131 

In a Kanji H(N,n) the total number of stroke groups is nH(N,n ), or 
S(N,n). If this is summed up over N for a fixed value of n, say n = 1, we 
get the total number of groups that exist as singles in the Kanji spectrum. 
If n = 2, we get the total number of groups that exist as doubles, and so 
on for n = 3, 4, and up to n. The summat ion of all of these gives the total 
number of stroke groups G in all the Kanji: 

n N 
G = nH(N,n). 1-11 n=1 N=I 

If this is divided by the total number of Kanji H, we get the average 
number of stroke groups per Kanji: 

n N 
1; nH(N,n) (G n=1 N=1 - 15) 

H(N) 
N=1 

Returning to the discussion of average numbers of strokes, note that 
N N 

-NH(N,n)=- Z NH(N,n) 161 N=In nN=I 
for a given value of n gives the average number of strokes in all the groups 
of class n Kanji. if this is divided by the total number of groups of class 
n, we get the average number of strokes per group: 

1 N - NH(H,n) 

(N) 
n N=1 

G 
H(N,n) 

N=I 
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where Gn is the number of groups of class n. The average number of 

strokes in all groups, G1, G2, G3, . Gn, is obtained from the summa- 

tion 
n 1 N - .NH(N,n) 

N' n=1 n N=I 

G n N 
H(N,n) 

n=1 N=1 

n 1 N -rNH(N,n) 
n N 

-I 181 81 
H 

The same relations hold for later discussion of the Kanji building block 

stroke configurations H(N,n), sometimes called "radicals," that are used 

to build up the Kanji characters. 
The next step is to apply the above to actual data from the various 

dictionaries. 

Grouping Results 

Fíg. 6 shows the Kanji frequency distribution H(N,n) for n = I, 2, 3, 4, 

and 5 as obtained from 'Table 2. The bounding curve is H(N). As men- 

tioned earlier, all characters up to N = 3 exist only with a single group 

of strokes (o = 1); there is no subgrouping. Hut when N = 4, dual 

200 

Chorocter Group 

D,strbution 

M(h,n) 
(41,2,3,4,45) 

4 8 12 i6 20 24 

(ht Kant' Stroke Category 

Fig. 6-Linear plot of character group distribution H(N,n) for n = 1, 2, 3, 4, and 5. 
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subgrouping (n = 2) appears: at N = 5, triple; at N = 7, quadruple; at 

N = 15, quintuple. There is evident association of these groupings wit h 

the shape perturbations on the bounding curve H(N). 
Fig. 7 shows the subgroup frequency distribution S(N,n) for rr = 1, 

2, 3, 4, and 5 as obtained from 'fable 3 (see previous section for evaluation 

of S(N,n)). The bounding curve S(N) represents the sum S(N). The 

perturbation effect of the subgrouping on the character distribution 

curve is particularly evident (Fig. 2). 

Table 4 shows the distri but ion N!!(N,n) and the calculation of Eqs. 

171 and 181 at the hot torn of the page. Calculation of F,q. 15) is shown at 

the bottom of Table 3; calculation of Eq. In at the bottom of 'Table 

9 

Fig. 8 shows the Kanji building block characters R(N,n) as listed on 

the inside cover of the large Japanese dictionary.;These are numerically 

listed (Table 5). The notations and parameter interrelationships are 

analogous to those discussed in the preceding sect ion. The data in Table 

5 is plotted in Fig. 9. This plot only shows the curves for n = 1. 2, and 3; 

data for n = 4 and 5 are not shown because t hat would complicate the 

figure. However, all data is taken into account as noted below. 

400 

200 

t!1 

100 

Konj1 

StLqot.p D1strt0ut1on 

$16,41 

(n.1,2.3.4.45) 

r tt.4 

n. 

4 8 12 16 20 24 

041 Kortj1 Stroke Category 

Fig. 7-Linear plot of Kanji subgroup stroke distribution S(N,n) for n = 1, 2, 3, 4, and 5. 
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Table 3-Character Group Distribution and Results (from 1850 Character List 1). Shows Kanji Group Distribution S(N,n) = n.//(N,n) and Calculation of Average Number of Groups per Kanji. 

Strokes 
(N) 

Kanji 
characters 

l((N) 

Total 
strokes 
N -11(N) 

nH(N,n) = S(N,n) 
ti = 2 3 4 5 

1 2 2 2 - - - 2 12 24 12 - - - 3 30 90 30 - - - - 4 64 256 38 52 - - - 5 88 440 25 106 30 - - 6 106 636 5 148 81 - - 7 141 987 I 162 156 28 - 8 174 1392 - 150 279 24 - 9 170 1520 3 166 240 16 - 10 191 1910 I 242 189 24 - 11 180 1980 3 166 258 32 - 12 189 2268 2 178 264 40 - 13 138 1794 - 114 210 44 - 14 101 1414 - 78 162 32 - 15 98 1470 - 24 186 88 10 16 67 1072 - 24 Ill 64 10 17 31 527 - 8 45 36 15 18 32 576 - 2 48 44 20 19 17 323 4 24 20 10 20 11 220 - - 12 28 - 21 5 105 9 8 - 22 1 22 - - 3 - - 23 2 46 - - 3 4 - 
1850 19084 122 1624 2310 532 65 

Total Groups = 4653 

Average Number of groups per Kanji = 465.3 2.52 
1850 

Table 6 shows the distribution of NR(N,n) and calculation of the 
average number of strokes for each class R = 1, 2, 3, 4, and 5. as well as the average number of strokes for all groups. The average number of 
stroke groups per building block B is calculated at the bottom of Table 
5 along with the average number of strokes per building block, for all 
blocks. 

Discussion of Grouping Results 

The first feature of note is the evident relationship between the manner 
of stroke grouping and the bumps on the Kanji distribution curves (Figs. 
2 and 5). This relationship is particularly evident near the 8, 10, 15, and 
18 stroke categories (Fig. 7). The more gentle bump near N = 4 (Fig. 2) 
is associated with the start of multiple grouping, a feature consistent with 
the marked tendency toward the four -fold grouping of strokes discussed 
below in more detail. 
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The calculations at the bottom of Table 4 show that the average 
number of strokes per group for the groups that appear as singles in a 
Kanji is 4.3; for doubles, 4.74; for triples, 3.78; for quadruples, 3.56; and 
for the relatively few quintuples found, 3.43. Of particular interest is the 
overall average for all groups, 4.22 strokes per group. 

This overall average for all groups is to be related to the average 
number of stroke groups per Kan ji character, 2.52. calculated at the 
bottom of Table 3; and with the average number of strokes per Kan ji, 
10.32, whose calculation is shown at the bottom of Table 2. That is, one 

Table 4-Character Stroke -trouping Distribution and tesults. Shows Total Strokes in 
Each Kanji Group Class: Kanji with n = 1, 2, 3, 4. or 5 groups (1st rokes. Shows 
Average Number of St rokes for Each Class and Overall .\verage. 

Strokes 
(N) 

Kanji 
characters 

11(N) 

Total 
strokes 
N11(N) 

N.Il (N,n ) 

n= I 2 3 4 5 

1 2 2 2 - - - 
2 12 24 24 - - - - 
3 30 90 90 - - - 
4 64 256 152 104 - 
5 88 440 125 965 50 - 
6 106 6:16 30 440 162 - 
7 141 987 7 567 364 49 
8 174 1392 0 61111 744 48 
9 170 1520 27 747 720 36 - 

10 191 1910 10 1910 630 60 - 
ll 180 1980 33 913 946 88 - 
12 189 2268 24 1068 1056 120 
13 138 1794 0 741 910 143 
14 101 1414 - 516 756 112 - 
15 98 1470 - 180 930 330 30 
16 67 1072 - 192 592 256 :12 

17 31 527 68 255 153 51 

18 32 576 18 288 198 72 
19 17 323 - 38 152 95 38 
20 II 220 - 80 140 - 
21 5 105 - - 63 42 
22 I 22 - 22 - - 
23 2 46 - - 2:1 23 - 

1850 19084 524 7697 8743 1893 223 

24 
NH(.V,n) 

n Ñ==1 
524 3848.5 2917 173.3 44.6 

= 7804.4 

524 '1848.5 
Av Strokes (Eq. 17D: for n= 1, = 4.30; fur n= 2. SI' - 1.74: for n= 3, 

2914 
4 

for o =4,1¡333 -3.56: for n = 

Av. Strokes for Total Groups: 
7804.41850 

- 4.22 

14.6 :1.43 
13 
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i 
might expect that 

iStrokes1 iGroups1Strokes 
Kanji Kanji Group 

and indeed this is nearly the case: 

10.32. 2.52 4.22 
10.63. 

Actually, the degree of equality depends upon the Kanji and group fre- 
quency distributions. If these distributions are severely skewed or highly 
irregular, the equality does not hold as can be seen for particular ex- 
amples, one of which is discussed later. 

We interpret the above noted allocation of strokes and groups as fol- 
lows. If a number of visual items is to be grouped to facilitate mental 
processing, these items will he divided up, like digits on license plates 
or in telephone numbers. so that the largest grouping will not exceed 
approximately four items. Kanji characters with their thousands of years 
of evolution seem a particularly good vehicle to demonstrate this type 
of human behavior. In the case of Kanji, it seems unlikely that this 
four -fold average division was done by conscious design as it has been 
with license plates or phone numbers. 

;r,4kak1'7f4.:k_1_/i.*l=1TnlFFIIIDI 
R - - - - 

S:ó? @3aI'2:,1:14@Sá 
1^I.rifit4E317ffISfRñot110*1a1 

7, u - 
-n 

l a.l 2a 1! G3 ... :a Rz É H ª Rs 
ti. wt t v si ii éi ftl w, )A i 1C fi7 ffi; rb 

L 

A 

: ª AAR a ? A AA A z _ g Á . . o 

Mr-Rt 
n k4/ m~Ea` RY41.sr 

R 

. 

I414119 ^8^.7154:3 .PR 
!F, 75-nft1114kAfnrf¿ 3sf73Kwili 

1 R - : 
A A 

Tt _: ñ I R B R 
SÉ 

R 5 91 - R 8 R 

X 'llR(QWI1kin(11, ]i UgIGMUAx 
+ . 

A w 

. . . t R . : [ :t R .. .. l ^ 

1gs (1 1°1 11 is ca r,t n t v: rti in s. I 
I ^ N 

w _ 
> Y .Y ;. . ó ñ ñ . ., . .. 

{ --nr,7.11.ti1-- I Ll I -_ 
a a 

57 I§ «a a=! a: s R i i i 8- 

$ 

r1 

* 
91 

CI u _ R G.!- 8 I. +C C.7 i1 7J 1J JL 
{; 

e 

11 t _- z:^_ a a_ S i R R 4 

It1ez«iwIPJ<-i, -r--÷tc*qscktt 
. l 

. 

7.z@1á.W3bkilaa1'2=0 
N 
i," R R 3 i i.t 1$32,-CitT_r 4.+ a- ! e ! .. - - - - 

z. -R..a.,t _ee;'l aa._= 
?i f1./J:*AB f3`:EFi'i-t*t*isñ.l. 

I. 1 

...?,7.,,.a,.a.oxsxa 
'' I1i.9,:1:-Ttr8 St5ilRh2lc^ttE-tii:ill 
' - ¿ ¿ 1 . . - 

x : á á ; _ ° 8 : 4 I P. 
á 4 á 

an^ricmmturmi L.J14,-,.. 
I L S ! 
i 

. - 8 t . . . . .. 9 _ a :A 3 a 2 5 

Fig. 8-Kanji building block elements (rad cals) as they appear on inside cover of large 
Japanese dictionary. 
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Table .5-Building Block Group Distribution and Results. Shows Distribution of Blocks 
B(N,n) far n = t, 2. 3, 4, and 5, Number of Strokes Per Average Block, and 
Number of Stroke Groups. 

Stroke 
category 

(N) 

Building 
blocks 
B(N) 

Total 
strokes 
N-B(N) 

B(N,n) 
n= 1 2 3 4 5 

1 6 6 6 - - - 
2 23 46 18 5 
3 39 117 18 21 - - - 
4 43 172 15 28 - 
5 27 135 6 21 - 
6 30 1811 7 22 I - 
7 23 161 2 16 5 
8 11 88 6 4 I - 
9 11 99 I 7 :3 - - 

10 9 90 2 4 I 1 1 

11 8 88 9 2 4 - - 
12 5 60 - 2 3 
13 4 52 2 1 1 - 
14 2 28 - - 1 1 - 
15 I 15 - - 1 

16 2 32 1 - I 

17 I 17 - - - I - 
245 1386 86 133 20 5 Í 

E = 246 

times n: 86 266 60 20 5 

E=437 

NB(N) 
N -I - 1386 

17 246 - 5.66 Strokes/As'. Block; a = 3.16 Strokes 

B(N) 

-137 
Av. Number of Strokes Groups per Building Block B = 

245 
= 1.78 

We can only speculate on the reasons why the 10.32 strokes per Kanji 
were not allocated in a "square" manner, that is, as the square root of 
10.32, or 3.21. Possibly, the reason for this is that the pictorial dictionary 
started with the more simple characters so that the strokes -per -group 
limit of about 4 was reached first. Then the number of groups per Kanji 
evolved to whatever it had to, but did not reach above about 2.52 for the 
small Japanese dictionary. The product, 4.22 X 2.52, meets the total 
requirement of 10.32 strokes per average Kanji for this dictionary of 1850 

characters. Rut what about the larger dictionary of almost 10,000 char- 
acters? 

The tiresome exercise of analyzing this larger dictionary in the direct 
fashion carried out with the smaller dictionary was avoided by analyzing 
the standard building block information provided in original form (Fig. 
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Fig. 9-Linear plot of Kanji building block frequency distribution B(N,n) for n = 1, 2, 3. 

8), and summarized for our purposes in Tables 5 and 6, and in Fig. 9. The 
curves (Fig. 9) with their dropoff beyond N = 4, seem to demonstrate 
an aversion to groupings in excess of 4. This is further substantiated by 
the allocation of the 5.66 strokes per average building block (Table 5) 
into the average number of groups per building block of 1.78 (Table 5), 
and the average number of strokes per building block group. 3.39 (Table 
6). The product, 1.78 X 3.39, which equals 6.03, is well above the 5.66 
figure, a peculiarity of the irregular building block frequency distribu- 
tions (Fig. 9). 

Although the well-known building blocks (Fig. 8) were listed only in 
the larger dictionary,; with some exceptions they also apply to the 
smaller one. Furthermore, this list is only a compilation of building 
blocks available for building Kanji; it contains no information about the 
frequency or preferences in actual use. Available building blocks have 
5.66 strokes on the average. The blocks actually used are smaller; we 
found they have 4.22 strokes on the average, as noted previously. In other 
words, there is a usage preference for building blocks having fewer 
strokes than 5.66. 

The current Chinese dictionary' was not analyzed in detail. However, 
the intimate connection between Chinese and Japanese characters, and 
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Table 6-Building Block Group Stroke Distribution and Results. Shows N and rt Distri- 
bution of Strokes N-B(N,n) With Average N Arilher of Strokes for All 
Groups. 

Stroke Building 
category blocks 

(N) B(N) 

Total 
strikes 
N8(N) 

NB(N.n) 
n =1 2 3 4 5 

1 6 6 6 - 
2 23 46 36 10 

3 39 117 54 63 
4 43 172 60 112 - - 
5 27 135 :10 105 - - - 
6 30 180 42 132 6 - - 
7 23 161 14 112 35 - - 
8 11 88 48 32 8 
9 11 99 9 63 27 - 

10 9 90 20 40 10 10 10 

11 8 88 22 22 44 - - 
12 5 60 - 24 36 - - 
13 4 52 26 13 13 - - 
14 2 28 - - 14 14 - 
15 1 15 - - 15 

16 2 32 16 - 16 

17 1 17 - - - 17 - 
245 1386 383 728 193 72 10 

=1:386 

I EN -MINIM 383 364 64.33 18 2 
n _ 

831.33 

Z N B(N,n) 383 364 
Av. Strokes, nR(N.n) for n = 1,6 = 4.45: for n = 2' 

133 = 
2.71: for 

n=3,fi2. 3-3.22;forn = 4, 5 =3.6: for o=5,2=2.0. 

Av. Strokes for All Groups: 83,123 - 3'19 

the generally analogous shapes of the distribution curves (Fig. 5), 
strongly suggest similar behavior with respect to the preceding results 
on stroke and group behavior. 

We conclude that there exists a strong visual preference for stroke 
groupings not exceeding about 4. 

Kanji Frequency Distribution 

The linear scale comparison in Fig. 10, and the log -log scale comparison 
in Fig. 11, suggest that the Kanji distribution function in the abbreviated 
.Japanese dictionary is quite close to the normal form. The distribution 
function of the Kanji in the other two dictionaries is more skewed, and 
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16 Icenleredl 

a cursory attempt at curve fitting showed that the agreement was not quite as good. However, symmetry about the peaks of all the distribu- tions was surprisingly good in the middle stroke range when local ir- regularities are neglected. 
The relatively good match to the normal distribution, or perhaps more properly to the binomial distribution because of the discrete nature of the curve data, suggests that the number of Kanji 11(N) at a particular value of N can he represented in terms of the binomial coefficients 

H(N) a 
[N, 

N'- N 
191 

Here N' is the approximate largest value of N in the H(N) distribution (in this case about 20 strokes), N is the stroke category, p is the success probability of a stroke composing a dictionary character, and q = 1 - p is the probability of failure. Viewed physically, N' is the total number of available cells for strokes to fit into, and Eq. 19] gives the relative number of successful ways that N strokes can be fitted into the N' cells to provide a visually acceptable combinations 
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As is well known, the form of Eq. 191 is hell -shaped with a peak at N 
= N'/2 for the case where p = y = 0.5. Perhaps the most familiar prac- 

tical example of such behavior is the case of a head -tail symmetrical coin. 

Here N' would be the total number of tosses, and N = 0; 1, 2, 3, etc., 

applied in Eq. 191 would give the relative probability of observing 0, 1, 

2, 3, ... N heads. 
More detailed versions of the cell occupancy concept seem quite 

possible, but we have not pursued them. 

Other Results 

The average number of strokes per Kanji in the 1850 -character dictio- 
nary is 10.32. It is interesting to compare this with the number of 
"strokes" in the average word in a small English-Japanese and Japa- 

nese-English dictionary7 containing about 200(1 English words in the 

first section. In this section the average English word length is about 5.7 

letters as determined by a sample from each of the 122 pages. English 
block letters average about 2.5 strokes if counted in a manner analogous 

to that used with the Kanji. Accordingly, the average English word in 

this size of dictionary has -5.7 X 2.5 = 14.3 strokes, a value not much 

different than the 10.32 value for the Kanji dictionary calculated in Table 

2. 

With larger English dictionaries the average word length increases 
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to somewhat over 6 letters bringing the average number of strokes to 
about 15. But an increase also occurs with the larger Japanese dictionary3 
where the average number of strokes per Kanji rises to about 12. Again, 
there is approximate equivalence. 

The above suggests that "strokes" are a meaningful parameter to use 
in evaluating written languages and, at least as a crude first approxi- 
mation, the Chinese -Japanese and English languages require about the 
same number of visual information "bits" to express a t Nought. We are not aware of any previous ment ion of this interesting possibility in the 
literature, at least with respect to the Japanese language. However, 
textual comparisons, such as discussed below, may be more valid than 
dictionary -like ones because Kanji tend to be used phoneme -wise in pairs 
or larger groupings to express a concept, particularly in the Chinese written language. This tendency in Japanese is reduced by the use of an 
additional set of symbols, Nana. 

The validity of using strokes as an analytical parameter is indeed 
corroborated more closely by character usage in actual text, as in the case of the Japanese language. Data on this was kindly supplied privately by 
W. English of the Xerox Corporation and is shown in Table 7. We nor- 
malized his percentage results to English character usage, per 100 
characters, and made the stroke comparisons. Note that when the Jap- 
anese text moves to higher Kanji content, as in the newspaper text, the total number of strokes more closely approximates those used in English. 
Indeed, this equivalence is better than with the dictionary -like word 
comparison made above. Note also that the purely phonetic characters, 
Nana, have about the same number of strokes, 2.3, as the English pho- 

Table 7-Comparison of Stroke Count in English and Japanese Texts. 
Semi -technical business text Newspaper text 

Language Characters' 
Strokes per 
character2 

Total 
strokes2 Characters' 

Strokes per 
character2 

Total 
strokes2 

English 100 2.5 250 100 2.5 250 Japanese 
Kanji 21 10.3 216 21 10.3 216 Kana3 49 2.3 113 26 2.3 60 70 329 47 276 

' Information kindly supplied by 11'. English of Xerox Corp. 
2 Calculation made by authors. 
3 The two .Japanese phonetic alphabets. Katakana and I liragana. These perform foreign word translation and grammatical functions in text. Kana were derived from Kanji char- acters and in the Katakana form consist of very simple stroke configurations such as 7, fi, and L.; in the cursive farm. I I iragana. the characters would be t, and It. The strokes per character of these were derived solely from the Katakana component since the strokes here are not of the cursive type, as in the Hiragana, and can counted more easily. Ac- cordingly. the 2.3 value is an approximation for Kana that is probably quite accurate since the average stroke count in Hiragana differs very little from that in the Katakana. On the other hand. English cursive characters have significantly fewer strokes than the block letters: approximately 2 strokes per letter. 
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netic characters. This is subject to the qualification footnoted in Table 
7. The third and most important item of note is that in both types of text, 
regardless of relative Kanji content, both written languages have about 
the same stroke count. This comparison (Table 7) is neither intended 
to be precise nor a measure of the relative effectiveness of these very 
different languages to convey written information under varying cir- 
cumstances. However, it is quite suggestive. To make a more precise 
comparison, account would have to he taken of language translation 
efficiency. 

Inspection of ancient and modern Mediterranean phonetic alphabets 
listed in the Encyclopedia Britannica shows very few letters with more 

than four strokes. The average is much less than this, roughly 2.5, just 
as in modern English and .Japanese Kana. Indeed, a phonetic alphabet 
seems characterized by an average of approximately 2.5 visual stroke 
elements per letter character. Although the pictorial type "alphabet" 
is significantly different in terms of having more strokes per average 

character, the total number of strokes per average mental concept is 

nevertheless about the same as for the phonetic method. This situation 
can he viewed in terms of building blocks in a manner analogous to that 
discussed previously with respect to the Kanji characters. That is, the 
phonetic characters are, themselves. small standardized visual building 
blocks. But instead of being assembled a few at a time inside a character 
"square" as in Kanji, they are assembled linearly. Each linear grouping, 
a word, performs roughly the same concept function as a Kanji. Also, just 
as in Kanji, building biocks elements can appear in English words as 

easily recognizable groupings, for example, as the familiar prefixes and 
suffices, and as the visual cadences between lower case letters having 
long stems such as "b," "d," "g," and "p".8 

Discussion 

We are tempted to speculate about the four -fold grouping tendency 
revealed ín these studies. The human tendency for grouping information 
is well-known and very basic, but why should it be four -fold? 

Possibly there is a clue in the personal observation that one can quickly 
recognize, without consciously counting or subgrouping, one, two. three, 
or four simple items such as short lines or outstretched fingers. When 
a fifth item appears. one consciously starts to count. or subgroup (4 + 
1, 2 + 3. or 3 + 2), and then add together to determine the total. It is 

probably not a coincidence that money denonlinat ions are set up the way 

they are to facilitate quick recognition and handling. We are not aware 
of any money denomination system wherein the intervals are larger than 
five. That is, the next higher denomination never occurs later than after 
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four units of the lower denomination. This is also true in the abacus, the 
ancient calculating device. Phone numbers and license plates numbers 
are grouped such that the largest group contains no more than four digits. 
The earlier days of motoring in the U.S. featured license numbers with 
their digits all in one group, a grouping t hat often appreciably exceeded 
four. It was something of a novelty when the four -fold grouping appeared 
for the convenience of the police in identifying speeders. 

Observation of a Kanji dictionary, portions of which were shown (Figs. 
1, 3, 4, and 8), makes it quite obvious that four direct ions of lines domi- 
nate: horizontal, vertical, and two approximately orthogonal diagonals. 
These seem to be the most perceptually distinguishable set of directions 
that fit into the four-sided character space. The addition of only one 
more line direction would considerably increase the probability of error 
in distinguishability.9 Possibly there is some connection between these 
four directions and the preferred four -fold grouping of strokes. 

At this time we can only speculate on the connection between the "7 
± 2" rule2 and our observation of the average tendency to group in fours, 
and to avoid larger groupings if at all possible. While 7 ± 2 is a limiting 
case for information channel capacity, the 4 -grouping seems a strong 
practical preference. As noted by others,2 up to four items can be recol- 
lected and handled with virtually no errors; beyond tour, errors increase 
rapidly. In addition, as the number of items to perceive increases, the 
number of items in the mnemonic subgroups increase. For example, for 
a total of five items one can group as 3 + 2; for six items as 3 + 3; for seven 
as 4 + 3, 3 + 3 + 1, 3 + 2 + 2, 2 + 2 + 2 + l,or5+2; and soon for even 
larger numbers of items to be handled. lf we now assume that a minimum 
number of groups or elements in a group is best, and that the largest 
desirable group, or grouping of groups, is four -fold, then we are led to 
an upper maximum of 4 + 4 + 4 + 4 = 16. But empirical evidence sup- 
ports the 7 ± 2 rule as an upper limit. Accordingly, in terms of all the 
above restrictions we have 4 + 4, 2 + 2 + 2 + 2, and 3 + 3 + 3 as t he 
limiting symmetrical cases that can exist within the 7 ± 2 rule limit. None 
violate the 4 -condition, and for each combination, symmetry minimizes 
the number of items in each group. However, we feel that 4 + 4 is pref- 
erable to either 2 + 2 + 2 + 2 or 3 + 3 + 3 because fewer conscious steps, 
and time intervals, are involved in which to forget or to make errors. The 
average number of stroke groups per Kanji, 2.5 (Table 3), may have some 
relation to this. Also, additional groups would require more interstitial 
space within a character. Four groups of four strokes produce Kanji that 
are on the descending portion of the frequency dist ribution curve, three 
groups of four produce Kanji at the peak of the curve, and one or two 
groups of four strokes produce Kanji on the rising part of the curve. 

Many other examples of the tendency for four -fold groupings can he 
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given for the case when t he total number of items exceed, or could exceed, 
four in number. This tendency is apparent l\ not rest rioted to the ' isual 
process.2 For example. t here is a four -fold duple structure in classical 
music. I° Moreover, standard harmonic chords in classical music seldom 
have more than 4 different notes. When 5 -chord notes are found, one 
is usually melodic and not harmonic, as in the ninth chord. A symphony 
orchestra is four -fold organized: strings, brass, woodwinds, and per- 
cussion. Inspect ion of classical music history and present-day record 
catalogs reveals a noticeable preference for quartet music compared to 
that for duos, trios, and especially for instrument groupings larger than 
four. Piano and orchestral groupings were excluded in this observation. 
With respect to taste, a biochemist usually speaks of four parame- 
ters-sour, hitter, salty, and sweet.I I 

Does this grouping tendency have something to do with brain orga- 
nizat ion. a simple reflect ion of how our fingers are grouped, or some 
combination of hot h? 

No attempt was made to relate our results to the "Hank -Size Law" 
of G K. Zipf12 nor the "Fractals" of I3. H. Mandelbrot.l 1 

Conclusions 

The ancient Chinese -Japanese pictorial language characters seem to be 

an unusually good medium for studying the behavior of'the human visual 
system. 'These characters are well documented and standardized. and 
are const rooted with standardized line st rokes part icularly convenient 
for use as an analytical parameter. Indeed. one might view a stroke as 

a "hit" of visual information. Plotting a dictionary of characters as a 

function of the number of strokes in a character reveals a peaked, fairly 
symmetrical, frequency distribution with interesting structure. This 

.peculiar structure arises from the manner of stroke grouping in the 
characters. The average st roke group contains approximately fora 
st rokes, an interest ing phenomenon that seems to have its counterpart 
in other more familiar examples of how humans organize information. 

The character frequency distribution approximates a normal distri- 
bution suggesting that a character can he viewed in terms of a cell -stroke 
occupancy model. Visually acceptable characters increase in number 
as the number of st rokes increase. But as the character cell space be- 

comes increasingly filled with strokes. the strokes become grouped in 
various configurat ions to maintain visual (list inguishabilit.y and ac- 

ceptability. Nevertheless, t he frequency distribution reaches a maximum 
value at about I I st rokes, then decreases rapidly as t he stroke cell space 

gets used u11. 

The average character has about 11 st rokes, a value approximately 
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the same as the number of block letter strokes in the average English 
word. This equivalence holds in ordinary text as well as in dictionary 
words, and suggests that strokes may indeed be a useful parameter in 
evaluating visual information. 

We have been surprised at the apparent dearth of literature references 
to the type of study described above. Aside from purely scientific interest, 
the results may have applicability to information display technology and 
human interface design of instruments and equipment. 
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Maximum Entropy Modeling for Identification and 

Detection of Certain Classes of Dynamic Events 

N. A. Macína 

RCA Government Communications Systems, Somerville, NJ 08876 

Abstract-As a result of their continuous refinement, time domain signal processing tech- 

niques deserve consideration as potentially more effective tools than their more 

popular frequency domain (FFT) counterparts when used in classification, iden- 

tification, and detection of certain classes of dynamic events and targets. This 

paper discusses the investigation of the maximum entropy modeling technique 

as applied to a specific problem of dynamic target identification and detection, 

for which actual recordings of a seismic sensor were available. A heuristic in- 

troduction of the maximum entropy method and its relation to linear prediction 

analysis is presented, for the benefit of the reader not too familiar with the tech- 

nique. 
From the interpretation of the data base, an algorithm outline is derived that 

uses time domain features only, which are shown to be obtainable from the 

waveform model. Considerations of computational requirements together with 

an estimate of an 1802 microprocessor implementation of the recursive subroutine 

conclude the paper. 

1. Introduction 

Many problems of target classification and detection are today still 

approached as pattern recognition problems leading to the development 

of classifiers from target features most frequently extracted in the fre- 

quency domain (FFT). Since the observed events are usually nonsta- 

tionary, the resultant algorithms threaten to become complex and 

cumbersome both in storage and computation requirements. 

Rather powerful, new time -domain techniques have been developed 
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and perfected over the past decade, which-if properly understood and applied-can provide elegant and compact solutions for certain classes of targets and problems. These techniques go under a variety of names, the most common of which are linear prediction and maximum entropy modeling or filtering; they represent slightly different embodiment of the basic whitening filter (Wiener) theory, according to which for any waveform a matched filter can he derived from the second order statistics (i.e., autocorrelat ion or power spectrum) of that waveform. 
This paper describes the investigation of one of these modeling techniques when applied to a specific problem of event identification and detection related to a certain class of targets. Actual recordings of typical events were available and used in the investigation. In Sec. 2 the problem is described and some design considerations are derived from the analysis of recorded data. A brief review of the maximum entropy modeling technique is introduced in Sec. 3. The paper concludes with 

a section on the application of the time domain modeling technique, with considerations on computational requirements.'I'he investigation re- ported here was purely exploratory, with no intent to optimize an algo- rithm for any preset performance objectives at this time. The purpose of this paper, therefre, is to disseminate these new ideas and stimulate interest in these potentially very powerful time -domain signal processing techniques. 

2. The Problem and the Data Analysis 

2.1 The Problem 

It is desired to monitor the traffic of jet -aircraft on an active runway, as they go by a reference point, where a geophone is emplanted, within, say. Itlil ft. from the runway. What is wanted then is an identifier/detector that will 

(1) discriminate between targets (take -off, taxiing, landing) and non - targets (overflight and nuisances, e.g., firetrucks) 
(2) detect the crossing of the closest point of approach (CPA) by a target, 
(3) ignore the traffic on another runway located more than 20(1 ft. away from the sensor, on the other side relative to the runway under ob- 

servation (range containment). 

2.2 Data Analysis 

The analysis of the recorded data showed rather early that the traces 
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of the various events featured certain distinctive patterns amenable to 

intuitive physical interpretation: 

(I ) a vehicle rolling on the ground generates a relatively strong low 

frequency (10-50 Hz) coherent component, 

(2) the aircraft jet -engines generate a very broadband colored acoustic 

noise of sufficiently high intensity to he picked up by the geo- 

phone; 
(3) the jet noise is prevalently directed toward the hack of an aircraft 

so that as it crosses CPA a sudden increase in noise level occurs in 

the seismic signature, 
(4) since the seismic component attenuates through the ground more 

rapidly than the acoustic contribution through the air, the ratio of 

the former (signal) to the latter (noise) deteriorates as the distance 

of the source from the sensor increases. 

These physical events affecting the sensor traces can be correlated 

with the actual events on which the identifier/detector must operate, 

as illustrated in Fig. 1. The figure shows three representative geophone 

time records and (at the bottom) the trace of a time marker identifying 

CPA. The first time series is typical of a target. It shows a rather strong 

low frequency component that, after CPA, is suddenly submerged by 

TARGET 
(TARE -OFF) 

OVERFLIGHT OR 
TARGET BEYOND 
RANGE 

NUISANCE 
(FIRE TRUCK) 

CFA 

1.~~04110 

Fig. 1-Representative 0-100 Hz seismic traces around closest point of approach 

(CPA). 
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Fig. 2-Algorithm outline. 

a high noise level. The second trace is representative of two classes of nontargets, namely, (1) overflights and (2) targets on a distant runway. The acoustic jet noise prevails in either case. The third time record is representative of a firetruck signature. It shows strong, coherent, low - frequency energy, that remains unchanged as the truck goes past CPA. 
It seems obvious then that for this problem the solution can be found by just observing and interpreting the various event signatures strictly in the time domain. The algorithm for the identifier/detector can be outlined as follows (Fig. 2): 

(1) Look for a coherent low frequency component in the geophone output; when its presence is detected (which means "target" or "firetruck"), go to (2); 
(2) Look for a burst of noise; if detected (which means target), step traffic counter and go to (1), else go to (3); 
(3) Look for time out; when detected, reset to (1), else go to (2). 

One can obviously improve on this algorithm by taking into account additional time features, such as the average signal amplitude; a steady increase in amplitude then may warn of a potential approaching target; the rate of increase may be used to discriminate, if required, between take -off and taxiing; and, finally, the occurrence of the amplitude peak 
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could be used as a reference for the time-out delay. We shall, however, 

concent rate on the main time feature, namely the degree of correlat ion 

of the low -frequency component of the geophone trace. 

2.3 The Main Time Feature 

How does one monitor t he level of low -frequency correlation of a wave- 

form? One way is to measure the correlation between one waveform 

sample and its immediate neighbor. With a strong low -frequency com- 

ponent the correlation between adjacent samples is close to one; as the 

noise level increases or the frequency of the major component shifts 

upward toward the Nyquist frequency, the correlation drops to zero or 
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Fig. 3-Traces and autocorrelations for take -off at 100, 200, and 300 feet. 
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Fig. 4-Traces and autocorrelations for fire truck at 100, 200, and 300 feet. 

down further to negative values. A simple enough solution, therefore, may he to just compute periodically the first auto -correlation (first lag) coefficient of the sensor output, and compare it to a threshold of, say, 0.5. An auto -correlation coefficient greater than 0.5 would indicate the presence of a strong low -frequency component. 
The realization of the extractor of such a feature can be equally simple. It requires the computation of two sample auto -correlation values: at zero lag (power) R0 and at the first lag R I. These can he computed over adjacent or overlapped data windows, or more simply recursively.' 'I'he normalizing division R i/R0 can be avoided if a threshold of 0.5 is adopted; one just compares R to R0/2 (right shift). 
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aev . 75 !. 50 

Fig. 5-Traces of an overflight at 100, 200, and 300 feet. 

2 25 

An illustration of the behavior of the first correlation coefficient for 

an aircraft taking off is given in Fig. 3. At the top are the traces of 3 

geophones, 100, 200, and 300 ft. from the runway, and the CPA time 

marker; in the lower half of the figure are plots of successive sample 

auto -correlation (from lag 0 to 16) functions versus time (ordinates) for 

the three sensor traces. Note how the first -lag coefficient drops after CPA 

for the 100 -ft. trace, but stays negative before and after CPA for the 

sensors further away from the runway. 
Fig. 4 illustrates the case of a firetruck. The value of the first -lag 

coefficient at 100 feet does not change as the truck goes past the CPA. 

The three traces resulting from an overflight are shown in Fig. 5. They 

are so obviously noisy that their auto -correlation functions were not 

derived. 
The extreme simplicity of this solution may make the reader somewhat 

uncomfortable, since it does not seem to provide either sufficient visi- 

bility on what is going on or enough parameters to control (data window 

size and threshold, only) for the subsequent process of algorithm opti- 

mization on the basis of' the data base statistics and performance ob- 

ject ives. A more satisfying approach would he to monitor and track the 

full waveform rather than just the correlation between two adjacent 
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samples. One can do this by generating a sequential model of the wave- form (matched filter), which we subtract from the waveform itself, and observe the filter coefficients and the subtraction output (error). The higher the coherence of the signal, the better the match, the smaller the error; the higher the noise, the poorer the match, the higher the error. The filter coefficients contain information about the spectrum of the signal. 
The techniques available to perform this sequential waveform mod- eling as well as the specific choice made for a representative algorithm are discussed in next section. 

3. The Maximum Entropy Modeling Technique 

3.1 The Maximum Entropy Method 

The maximum entropy method (MF,M), popularly attributed to Burg, was originally developed as a special procedure for spectral estimation, to circumvent the limitations of the direct method (FFT) and other in- direct methods (MEM is one of them) based on the computation of the auto -correlation function of the observed waveform, first. Those limi- tations arise from the fact that in practice these second -order statistics (power spectrum or autocorrelation) have to be computed from a time - limited observation of the waveform. This requires that certain as- sumptions be made as to the behavior of the waveform outside the ob- servation interval, such as to be identically zero (windows) or periodic (FFT). These assumptions would introduce waveform distortions (weighting windows) and leakages. 
With the support of an analysis based partially on informal ion theory the MEM claimed that its spectral estimate, while consistent with the known information about the waveform, expressed maximum uncer- tainty (entropy) with respect to the unknown information. In other words, with the MEM there was no assumption to he made as to wave- form behavior outside the observed interval. It turned out, however, that the MEM spectral analysis is equivalent to fitting an all -pole (autore- gressive, or AR) model to the random process under observation; i.e., the MEM and the all -pole linear prediction method are equivalent. We can only present a brief heuristic introduction to linear prediction, while recommending to the interested reader familiar with linear sam- pled systems and z -transforms two very useful references: (1) the classic tutorial by Makhoul,2 and (2) chapter 8 of the Rabiner and Shafer book on speech processing.; For MEM, the not too easily available Ref. 141 is recommended. 

92 RCA Review Vol. 42 March 1981 



MAXIMUM ENTROPY MODELING 

3.2 Autoregressive (AR) Processes and Linear Prediction 

Assume that a waveform containing some coherent energy and some 

noise is characterized by the fact that any sample s(n) can be approxi- 

mated, except for the noisy component e(n), by a linear combination of 

its p preceding samples: 

s(n) = a is(n - I) + a_ns(n - 2) + .. + a,,s(n - p) + e(n). 111 

This difference equation reflects an AR -system (Fig. 6, p = 4); namely, 

.s(n) is the output of a p -pole filter when e(n) is the input. The transfer 

function of the filter is 

H(Z) _ 
I - (42-i 

p 

and the set of coefficients {a;1 are adequate to model the waveform. 

Now call 

;(n)= a,s(n -i); 
p 

then 

121 

I31 

s(n) - g(n) = e(n). 141 

In words, s(o ) is the estimate or predicted value of s(n) from its previous 

p samples, while e(n) is the error of the estimate. From Eq. 141 we obtain 

the linear predictor realization of Fig. 7. 

Note also that from Eq. 14J, e(n) can he regarded as the output of a 

filter with s(n) as input and with transfer function 

A(z) = 1 -v a,z-'. 
p 

e(n) xc:) In) 
Í 

l 

eln) 

Fig. 6-Autoregressive system realization. 

e 
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Fig. 7-Linear predictor realization. 
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This filter is called the inverse filter, since 

H(z) = 1/A(z). 

Hence, if a waveform can he approximated by an AR -process, one can 
model it by finding the set of coefficients {a; {. Indeed, knowing the filter 
coefficients, one can synthesize a realization of the process as in Fig. 6 
(synthesis). 

On the other hand, given a realization of an AR -process, one can find 
the modeling coefficients as the set of {ail that minimize the error e(n) 
in Eq. 141 in the mean square sense (analysis). This operation of error 
minimization leads to a set of p linear equations, called normal equa- 
tions, 

akR(k-i)=R(i), 1 _<i _<p, 
/:=1 151 

where R(i) is the autocorrelation value of the AR -process at lag i. 
There are various algorithms available for the solution of the normal 

equations, once the p + 1 values of the autocorrelation functions are 
estimated from a finite segment of the waveform. Most of the difficulties 
arise in carrying out this estimate so as to guarantee accuracy, stability, 
and well conditioning of the autocorrelation matrix in Eq. 151. The 
problem is further complicated if the algorithm is to he realized in 
fixed-point arithmetic, since the coefficients a; can he greater than 
unity. 

Two computational methods are available: (1) the autocorrelation 
method guarantees stability but requires a window, which takes com- 
putation times, degrades resolution, and may distort the waveform and 
(2) the covariance met hod, which does not require data windowing but 
does not guarantee stability. 

Once the linear prediction coefficients {a;{ are found, the power 
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spectrum distribution of the waveform S(w) can he obtained from Eq. 

12) as (w is the angular frequency) 

S(w) - E 161 

1 1 - 
P 

The gain E is the error power or 'residual.' which can he viewed as an 

index of how well the waveform is modeled or matched by our linear 

predictor. It is the mean power of the output in Fig. 7 and can iw obtained 

as 

E = R(0) - 
P 

One can then use these techniques as an indirect method of computing 

the power spectrum of an observed time series, or as a direct way to 

model the latter through its predictor coefficients and its residual. 

The computat ional niel hods out lined thus far may be categorized as 

block processing. An N -point segment of the observed time series is 

taken, the autocorrelation values are computed, ami the normal equa- 

tions solved. 
The coefficients can also he generated recursively» taking one sample 

at a time through an adaptive version of the filter of Fig. 7, the coeffi- 

cients of which are forced to provide the minimum error output. In 

contrast with the block method, where the reference (autocorrelat ion) 

is smoothed over N samples, here the reference is noisy. thus requiring 

more care in the design of the computation to insure convergence of the 

filter. 

3.3 Back to the Maximum Entropy 

It has already been said that the MEM and linear predict ion, as indirect 

methods of spectral estimation, provide comparable results. MEM, 

however, still retains its identity as a modeling method for a combinat ion 

of significant algorithm improvements. novel at the time Burg (1967- 

1968) developed his approach. 
Burg's method does not require prior estimate of the autocorrelation 

function. The AR coefficients are generated recursively, first for 1 -pole, 

then for 2 -pole, and so on up to the p -pole solution. At each step the 

prediction error power (to be minimized) Is calculated by running the 

prediction error filter over the data in a t sward and backward direction. 

'Phis is a significant difference from the autocorrelat ion method in which 

the error power is calculated by running the prediction filter over the 
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Fig. 8-Lattice inverse filter. 
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auto -correlation function segment R(- p)to /?(p) in the forward direc- tion only. 
The Appendix lists the FORTRAN program (BURGO) ofa most re- cent version of the Burg algorithm as designed by Andersen (reference given with program) for minimum computation:. The algorithm equa- tions are too cumbersome to reproduce here and add little insight as to the computation steps involved (Ref. 141 is recommended). 
A better insight into this more powerful predictive process can be gained by replacing the transversal filter structure of Fig. 7 with the lattice structure of Fig. 8. It hasp stages, one per pole. With the Burg 

algorithm, one starts with the first stage, ignoring all the others, and feeds into it successively the N sample. For each sample, .s(n ), the errors are computed in the forward, e(n), and backward, h(n), direction. 
e1(n) = s(n) - kis(n - 1) 

181 
b1(n) = s(n - 1) - k1 s(n). 

The coefficient k1 is the value that minimizes the sum of the two mean -squared errors: 
N 

E1 = (e1(n))2+ (1)1(121)2. 

Setting the derivative to zero and solving for k 1, 

' The number of multiplications is of the order of 5Np. 
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k, = 

N 
2 VS(n)s(n - 1) 

1. (s(n))2 + E (s(n - I ))2 

191 

One then considers the first two stages and again runs the N samples 

through them and computes the two output errors: 

e2(n)=e,(n)-k2bi(n- 1) 1101 

b2(n) = b,(n - 1) - k2e1(n). 

Again, minimizing the sum of the mean -squared errors, one obtains 

2 e,(n)b,(n - 1) 

i,2- ]II] 
. (e 10012 + j (b,(n - 1))2 

The process then continues iteratively up to the final solution for p 
poles. 

Substituting Eq. 181 in Eq. 1101, 

or 

e2(n) = s(n) - k1(1 - k2)s(n - 1) - k2.c(n - 2) (12] 

b2(n) = s(n - 2) - k,(1 - k,)s(n - 1) - k.,s(n ). 

e2(n)=s(n)-a,s(n - 1)-a,s(n -2) 
b2(n ) = s(n - 2) - a,s(n - 1) - a2s(n ) 

113] 

where a, = k1(1 - h,), a2 = k9. 

Note now the following: 

(1) In spite of its appearance. the lattice filter indeed combines a forward 
(along the top) and a backward (along the bottom) predictor, as 

shown by Eqs. ] 12] and 1131. 

(2) The k;! coefficients, except for the last stage at each iteration, are 
not the same as the (a,i coefficients of the transversal predictor, but 
the latter can he derived from the former iteratively. 

(3) Eq. ] 1 1 ] for k reminds one of a normalized correlation coefficient 
between the forward and backward error; hence, its more usual name 

of PARLOR, for partial correlation coefficient; the (k,1 are also called 
reflection coefficients, in analogy to a transmission line. 

(4) It has been shown that Ih;' <_ 1, which guarantees the stability of 
the filter, and easier coefficient handling in fixed-point arith- 
metic. 
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(5) In contrast with the transversal structure, which admits a global 
minimum (minimum error is achieved by computing an optimal 
coefficient set for the entire structure), the lattice structure de - 
couples one stage from another, so that if an adaptive version is 
wanted, minimization at one stage can be achieved without affecting 
any other. 

In summary, the MEM algorithm has circumvented so many of the 
limitations of the autocorrelat ion met hod, that it has become, with the 
alternative name of lattice method, an important and viable approach 
to the implementation of linear predictive analysis and modeling. Its 
main disadvantage relative to the autocorrelation and co -variance 
met hods is a lower computational efficiency. The required number of 
multiplications are of the order of N,., + p3 (covariance), N(p + 1) + p2 
(autocorrelat ion), and 5Np (lattice). Consequently. NIEM and lattice 
method are in a sense synonymous. Still, the term MEM is widely used 
to stress the significant implications of the original met hod as against 
the transversal filter structure and its limitations, most commonly as- 
sociated (alt hough incorrectly) with the most general term of linear 
prediction. 

We may conclude this review of MEM with two considerations: 
(1) The lattice met hod can also he implemented as an adaptive filter, 

with the same advantages and disadvantages relative to its trans- 
versal counterpart as the block method just discussed, namely, 
greater stability, local minima, but more computation. 

(2) Strictly speaking, MEM would imply all -pole modeling only. Since 
it is slowly dissolving into the more general lattice method, however, 
that limitation is being removed. Very active research is currently 
going on to extend these methods to a more general process with 
poles and zeros (the ARMA processes. for autoregressive-moving- 
average). 

4. Application 

4.1 The Time Domain Modeling 

How does one apply the modeling method just described to the problem 
at hand? The data base analysis had suggested the need to monitor and 
interpret the sensor output in order to detect the presence of a strong 
low -frequency, coherent, component against noise or a higher frequency 
component. 

Suppose the waveform is fed into the 4 -pole lattice inverse filter of 
Fig. 8. (We elect to use for this application the block processing, but for 
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ease of explanation we may as well assume that the filter is recursively 

adapting to the waveform.) As the filter adapts to the waveform, we 

monitor the (forward) residuals {e;) and the parcor coefficients 
Consider now the following alternative input waveforms: 

(1) Pure sinewave: The pure sinewave can be modeled precisely with 
two poles (two stages) from which, if needed, we can estimate the 

frequency without FF'I' (a look -up table, perhaps, depending on the 

FILTER ORDER P= 4 

PREDICTION ERROR POWER FOR M=0 TO 

.06872 .01847 .00182 .00112 .00883 

PARCOR COEFFICIENTS 
.85514 -.94955 .62044 -.50921 

FILTER COEFFICIENTS 
2.57221 -3.54579 1.93023 -.50921 

ODEL SPECTRUM 

.32752E -0t 

.44568E+01 

.53945E -0t 

.11411E-01 

.35682E+0! 

.15836E+01 

.32371E-01 

.46358E+01 

.55068E.00 

.21655E-01 

.55132E+01 
.21931E+00 
.í5988C-01 

.75493E+01 
.101545.00 
.12735E-01 

FILTER ORDER P. 
PREDICTION ERROR POWER FOR M=0 TO P 

.06004 .01745 .00199 .00151 .40118 
^4RCOR COEFFICIENTS 
.54222 -.94126 .49105 -.46561 

FILTER COEFFICIENTS 
2.32592 -2.38924 1.57449 -.46551 

ODEL SPECTRUM 

.48379E+01 

.23114E+02 
.81033E-01 
.15330E-01 

.56155E+01 

.43503E+01 

.46603E -0t 

.89321E+01 

.11327E+01 

.30279E-01 

.20542E+02 

.38598E+00 

.21916E-01 

.58034E+02 

.16240E+00 

.17503E-01 

FILTER ORDER P= 4 

PREDICTION ERROR POWER FOR M=0 TO 

.03667 .01220 .00293 .00239 
PORCOR COEFFICIENTS 
.51683 -.37176 .42730 -.40554 
FILTER COEFFICIENTS 

2.07476 -2.36744 1.26890 -.40564 

ODEL SPEC -RUM 

.54229E+01 

.64882E+02 

.11911E+00 

.20666E-01 

.64746E+01 

.87755E+01 

.5,6307E-01 

.11543E+02 

.20394E+01 

.42114E-01 

P 

.00200 

.38519E+02 
.535145.00 
.30013E-01 

.163445404 
.25011E-00 
.23730E-01 

FILTER ORDER P. 4 

PREDICTION ERROR POWER FOR M=0 TO ° 

.01306 .00354 .00125 .00122 .00084 
PARCOR COEFFICIENTS 
.34953 -.80901 .17240 -.56090 
FILTER COEFFICIENTS 

1.77293 -1.71366 1.16684 -.56090 

ODEL SPECTRUM 

.89110E-0! 

.36145E..0t 

.26537E+00 

.27357E-01 

.13017E+02 

.30552E-01 

.11921E-30 

.60638E+02 

.35647E-01 

.66065E-01 

.44486E+02 

.25533E+01 

.43167E-01 

.73053E+01 

.77167E+00 

.32347E-01 

Fig. 9 -4 -Pole modeling printout of four time snapshots. 
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estimate accuracy). From Eq. [9], one will note also that the first 
parcor k i is the same as the first -lag autocorrelat ion; thus, it can he 
used as a rough indicator of a low versus a high -frequency compo- 
nent. Most significant, the perfectly matched inverse filter will 
produce a zero residual after two stages (e, ^ 0), irrespective of the 
input power. 

(2) Pure white noise: In this case, the parcor coefficients will settle 
around a zero value and the residuals at the various stages will equal 
the input power. 

(3) Sinewave with noise: Depending on the signal-to-noise ratio, the 
filter parameter patterns will be between the two previous extreme 
cases. 

It should be noted that the residuals led have monotonically nonin- 
creasing values after each stage; furthermore, depending on the number 
and relative power of the sinusoidal components in the waveform, re- 
sidual values would drop more markedly every second stage (two poles 
per sinewave component). 

In Fig. 9, four successive parameter snapshots of a sensor signature 
are tabulated. Each snapshot processes 256 samples (at 256 Hz sampling 
rate) using the BURGO subroutine given in the Appendix. For a 4 -pole 
inverse filter, it gives 

(1) the five residuals (prediction error power), including the input power 
eo, 

(2) the four parcor coefficients, 
(3) the four (transversal, Fig. 7) inverse filter coefficients, 
(4) the spectral estimate (the first 16 values of a 32 -point DFT) com- 

puted from Eq. 161. 

One mad note the following: 

(1) There is a strong component around 32 Hz (model spectrum), that 
seems to shift down in the last snapshot. 

(2) A significant residual drop (more than 10 to 1) after the first two 
stages. 

(3) High absolute values of the first (same as 1 -lag autocorrelation, from 
Eq. 19j) and second parcor. 

(4) The parcor coefficients are always less than unity in absolute value 
irrespective of the signal power (e0). This is not true for the trans- 
versal filter coefficients. 

We can proceed now with an algorithm outline. 
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2. 

P.) 
16 

NP 

F9 
16 

P6 
22 

4.2 The Algorithm Outline 

The outline presented in Fig. 2 is still valid and we can fit the time do- 
main modeling as follows: 

1. Time domain processing: 
(a) seismic trace, 0-100 Hz, sampled at 256 Hz, 
(b) data window: 64 samples, 0.5 overlaps. 
(c) 4 -pole auto -regressive model, 
(d) model features monitored: 

-input power (eft), 
-ratio of input power to error power after second stage (et)/ 

e2), 
-four parcor coefficients k 1 through k4. 

Algorithm tests (losanges in Fig. 2): 

(a) presence of strong coherent low frequency component; either/or 
a combination of following: 
-high et1/e9 ratio, say, ?2 
-high absolute value of k 1 and k,, say, >_0.6 

. 25 

t i f 

1. 75 175 

Fig. 10-Time domain features of take -off signature. 

75 

CPA 

6.25 
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Fig. 11-Time domain features for take -off (100 feet). 
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(b) high noise level: 
-collapse of h 

1 and k, toward zero, 
-e11/e, ratio between I and 2. 

(c) time out: we can add the monitoring of the input power e0, looking 
for its peak. 

An extremely simple algorithm along the criteria just described was 
programmed and run on a take -off trace; the four parameters are plotted 
versus time (in sec.) in Fig. 10.* From the top, PW, input power (e0); PR, 
power ratio (eo/e2); P1, parcor h 1; and P, parcor k2. The algorithm in- 
cludes the turn -on test, 2(a) above (noticeable in Fig. 10 a fraction of a 
second from the start of the lower three traces), and the increment - 

counter test, 2(b) above, which when true forces the input power trace 
slightly below zero (arrow). 

This simple example highlights some of the factors affecting algorithm 
design and optimization; namely, 

' The reader is reminded that the plotter scales each trace to its peak value which is printed vertically 
along the ordinate axis. 
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Fig. 12-Time domain features for take -off (200 feet). 
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(1) optimal choice of data window length, so as to smooth the inevitable 
fluctuations of model parameters, but not too short to miss desired 
transients, 

(2) optimal choice of thresholds, based on statistics from data base, so 

as to design for certain detection objectives (probability of miss 

versus false alarm), 
(3) optimal combination and weighting of parameters (e.g., power -ratio 

and parcors) for most reliable testing of events. 

'1'he algorithm design was not part of this initial invest igaLion. 

4.3 Typical Time Domain Feature Profiles 

some representative time plots of the model features are shown ín Figs. 

11 through 15. The six features have already been described as (1) the 
input power, (2) the power ratio of input to second -stage output, and 

(3-6) the four parcor coefficients. 
Figs. 11 through 13 show the modeling of a take -off as seen from 100, 

200. and :300 ft. from the target, respect ively. Note at 100 ft.; the high 

values of PR, 1'1, and P2 before CI'A, which collapse toward zero after 
CPA; the behaviour of the same parameters is reversed at 200 and 300 
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Fig. 13-Time domain features for take -off (300 feet). 
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Fig. 14-Time domain features for overflight. 
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Fig. 15-Time domain features for fire truck. 

ft. (note, however, that P1 after CPA is negative, denoting a high fre- 
quency coherent component I. 

The plots for an overflight in Fig. 14 show clearly t hat PR never goes 

above 1.5, denoting a rather noisy input to the inverse filter; t his is 

confirmed by the rather low values of the parcor coefficients randomly 
oscillating around zero. 

Finally, a firetruck (nuisance) produces the plots shown in Fig. 15. 

Very high and rather stable values of the three major features (PR. PI, 
and P2) are generated, not affected by the CPA crossing. 

4.4 The Time Domain Modeling Computation Requirements 

In choosing time domain features in preference to frequency domain 
counterparts for the solution of a particular problem, one has to make 
sure that (1) time domain features apply and work bet ter and (2) the 
computation load is not prohibitive. 

'I'he tools for frequency domain feature extraction have been well 
refined and tested over mary years for a very wide variety of applications. 
The corresponding tools for time domain feature extraction have been 

sharpened thus far for one specific application, speech processing. Al - 
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1, 

DATA = INPUT DATA 

64 
DEN = 2 * (DATA) 

81 = B2 = DATA 

I 
PERR(1) = DEN/128 

1, 
Q = 1 

1 

DEN = DEN - /(B1(I))2 + (B2(63 -COUNTER -I))2) 

Ó, 
Fig. 16-Maximum entropy (2 -pole) algorithm flowchart. 
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D = DEN/128 

AK = NUM/D 

ERROR 

NO 

Q = 1 - (AK) 2 

PERR(COUNTER+1) = PERR(COUNTER)*Q 

COUNTER = COUNTER +1 

IS 
COUNTER = 

NO 

YES 

FOR I = 0 to 63 - COUNTER + 1 

131 (I) = B1(I+1) - AK * B2(I) 
B2(I) = B2(I) - AK * 31 (I+1) 

Fig. 16 (Contd.) 

STOP 

STOP 

though this experience is applicable elsewhere, new developments have 
been optimized for the specific "data base," namely, speech. 

An increasing amount of research is going into the development of time 
domain computational methods for a wide variety of applications, in- 
cluding those considered in this paper. Of real significance is that the 
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effects of fixed-point arithmetic and finite length registers is well un- 
derstood and analyzed for an FF'T, but not yet for linear prediction 
analysis. 

If the number of multiplications required is taken as an index of 
computation load,* an FF'I' requires for the same data window roughly 
as many real multiplications as a 3 -pole hatch lattice filter (plus one 
division per pole). It can be argued in favor of the latter that further 
processing of the F'F'I' output is required to identify or extract the actual 
features; in contrast, the filter would provide the features directly. On 
the other hand, the range of the intermediate results during the filter 
computation is not as predictable as in the case of the FF'l'.'I'hus, until 
the filter computation dynamics are better understood, it seems advis- 
able to simulate the fixed-point arithmetic behavior ofa particular filter 
algorithm before proceeding to the design of its actual realization. 

A limited effort was devoted to an estimate of the computational re- 
quirements, if a 2 -pole inverse filter (subroutine BURGO, Appendix) 
had to be implemented on an 1802 (COSMAC) microprocessor. The 
program in assembly language was coded along the flow chart of Fig. 16, 
but not assembled and debugged. The main purpose at this time was to 
estimate time and memory requirements. The characteristics of the 
implementation where: 

(1) Algorithm: 64 -sample window, 2 -pole inverse filter, 
(2) Microprocessor: 1802, 4 -MHz clock, 
(3) Arithmetic Operat ions: 16 -bit fixed-point, 

-24 -bit sum accumulation 
-32-bit/16-bit division (software) 
-16 X 16 = 16 multiplication (hardware multiplier TCS-132) 

(4) Memory: 380 8 -hit bytes 
(5) Execution: 

Instructions Time (ms) 
Algorithm 3409 13.63 
2 Divisions 838 3.35 

Total 4247 16.98 

For a p -pole algorithm the number of instructions is estimated at 

(no. of instruction for p poles) = 459 + 1894p 

of which 419p are required for the division. 
It is worth noting that the execution of a 64 -point FFT, implemented 

with the same design criteria, would require 17,824 instructions and 71.3 

This rather popular yardstick is becoming less and less realistic since with a hardware multiplier the 
time to multiply is the same as to add. 
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ms. This is a clear example that, with a hardware multiplier, the FFT 
algorithm (with its 6 additions per butterfly, and significant house- 
keeping needs) may not he the fastest way to characterize a waveform. 
An 8 -pole filter may still be faster than a same size FFT. 

A word of caution should be added to these rather encouraging esti- 
mates. The algorithm just described has not been tested for the effects 
of fixed-point arithmetic on the dynamic range of the computation 
process consistent with the parameter accuracy requirements. 

A final consideration should he made regarding the range of signal 

bandwidths for which these time domain processing techniques are 
applicable. It obviously depends on (1) how frequently one needs to take 
a time snapshot, (2) how much additional processing of the time features 
is needed, and (3) how complex an implementation is acceptable. For 
the specific application reported here, the very modest signal bandwidth 
(100 Hz, sampled at 256 Hz) and algorithm involved pose no strain on 

a real-time implementation. For high speeds, a good term of reference 
would be the present state-of-the-art in speech analysis, where 4-KHz 
voice sampled at 8 or 10 KHz is processed through a 10 -pole filter in 

consecutive snapshots of 20ms. 
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Appendix-MEM Subroutine (FORTRAN Listing) 

0001 FTN4,L 
0002 SUBROUTINE BURGO (XDAT,NPNT,IPOL,PERR,AK,AA) 
0003 C 

0004 C MEM ALGO FROM ANDERSEN, PIEEE NOV 1978,P.1581í REAL :NPUT,N SAMPL 

0005 C S S( I), FILTER ORDER IP (POLES), GENERATES PREDICTION ERROR POWER 

0006 C (P) FOR. ORDER 0 TO IP, PARCOR COEFF.AK( I) AND FILTER COEFF.(AA( ). 

0007 C N. HACINA, 5-12-79 
0008 C 

4009 C 
0010 DIMENSION XDAT( 500 1, 81(500 ), 82( 500 ),PERK( 49 ),ÁK(40 ),AA( 40 ) 

0011 M=0 
0012 PP=0.0 
0013 DO 10 I=l,NPNT 
0014 10 PP=PP+XDAT(I)442 
0015 DEN=2sPP 
0016 PERR(1)=PP/NPNT 
0017 0=1 

0018 DO 20 I=1,NPNT 
0019 61 (I)=XDAT(I ) 

0020 20 82(1)=XDAT(I ) 

0021 DO 100 M=1,IPOL 
0022 XNUM=O 
0023 NM=NPNT-M 
0024 DO 30 I=1,NM 
0025 30 XNUM=XNUM+21( I+1 1.8211) 
0026 DEN=DEN*0-81(1)s$2-B2(NPNT-M+1)2 
0027 AK1M)=2.XNUM/DEN 
0028 0=1-AK(M )ss2 
0029 PERR( M+1 )=PERR(M )e0 
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0030 M1=r1--t 
0031 IF(M.E0.11 G0T0 45 
0035 DO 40 I=1.M1 
0033 40 AA( 1)=Aa( I) -AK( M)7(AA( M-17 
0034 45 AA( M 1=AK( M ) 
0055 IPI=IPOL+1 
0036 IF( M.EC( .IPOL) G0T0 100 
0057 00 50 1=1.NM 
0038 811 I 1=51(1+1 )-AK( M)t82( I) 0035 50 8211)=52( I)-A1((M)EB)( I+1 ) 0040 100 CONTINUE 
0041 RETURN 
0042 END 
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ELECTRON -BEAM BENDER 

An Analytic Solution of a Magnetic Electron -Beam 
Bender 

K. K. N. Chang 

RCA Laboratories, Princeton, NJ 08540 

Abstract-A magnetic bender featuring a hyperbolically varied transverse field is proposed 

to bend and collimate electrons into a very sharp angle. An analytic solution to 

reveal the bending and collimation physics is presented. The bending angle is found 

to be a measure of the total number of the flux lines cut by the traversing electron. 

Three in -line beams bent in a sharp 90° angle are observed with full collimation. 

The bender has potential application to commercial kinescopes in reducing their 

form factors. 

Introduction 

There has long been a conceptual interest in electron beams bent through 

a sharp right angle for use in advanced cathode-ray tubes.' In standard 
kinescopes, also, sharp beam bending, if accomplished in a collimated 
manner, could result in a significant reduction of the structural form 
factor. 

In electron optics, an electron beam can be bent either by an electro- 
static field or a magnetic field. Because of the complex nature of the lens 

configuration, determination of the bent trajectory by analytic solutions 

is rare and numerical solutions through computer simulating must he 

resorted to. 
This paper describes a permanent -magnet structure that bends and 

collimates electron beams in a 90° sharp turn. The bender is a rectan- 

gular parallel -plate pole structure that produces a uniform field in one 

direction and a hyperbolically varied field in the transverse direction. 
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We have arrived at an analytic solution by which the electron trajectory 
in such field can he rigorously determined. Furthermore, the analytical model described enables us to present a physical picture of the field - beam interaction more easily than is possible with computer simulation. The analytical results obtained have been substantiated in an experi- mental magnetic bender. 

Magnetic Beam Bender 

The magnetic beam bender under investigation is a slot -shaped rec- 
tangular structure of two parallel -plate pole pieces (Fig. 1). Two per- menent magnets at two ends supply the magnetic field BZ in the slot at the same polarity. The magnetic field is assumed to be z -directional in the midplane between the two parallel plates. Beam bending of interest 
is confined in that plane, i.e., z = 0, where the field distribution ís con- sidered to be constant in the x direction. In they direction, the field is 
approximated as a hyperbolic function, which has been 'verified by 
measurements:2 

B,(y) = Ba sech kay, 

where ho is defined by the y and z dimensions of the magnetic field re- gion. 

Analytic Model 

Electron motion in a nonuniform transverse magnetic field is described by the following force equations, 
.x =WZ(y)y 

f11 = -wz(y)i, 

SOFT IRON 
/POLE PIECES 

PERMANENT 
MAGNET 

PERMANENT ELECTRON 
MAGNET TRAJECTORY 

Fig. 1-A magnetic electron -beam bender. 
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where z and y are the velocity components and x and 9 are the force 
components. wz(y) _ (e/m)RZ(y) is the cyclotron frequency, elm being 
the electron charge -to -mass ratio. 

The solution of interest is the beam bending curve in the x -y plane 
at z = O. The trajectory velocity yo, the time derivative of the trajectory 
length(S), is conserved for drifting electrons under the influence of a 

transverse magnetic field, i.e., 

-H211 
- 2 +y2. [21 

The trajectory slope can be written 

dx z 
tan g=-=-. 131 

dy y 

To arrive at the solution of the bending trajectory, one formulates from 
Eq. III as follows: 

d 
yx - xy = wz(2 + X2) = wzy2(1 + '2) = 2 -_ 

dt 

which leads to 

x" = (1 + X'2)312 °sech k°y, 
v° 

where w° = (e/m )R°. Since 

d(sin°) x" 
dy (1 + x'2)312 

Eq. [41 becomes 

d(sin°) = `O sech koydy. 
v° 

Integration of Eq. 151 with limit 11 = 00 when y = -yo yields 

sin° - sin00 = ° [tan-' (sinhk°y) + tan -i (sinkoy0)1 
k°v° 

Results 

141 

[51 

161 

Figs. 2 and 3 show several electron trajectories under the influence of 
a magnetic bender according to the analytic solution given by Eq. [6]. 

These trajectories in the x -y plane are derived first by plotting dx/dy 
(= tan°) versus y and then by computing x(= ,J. tan(1 dy) with numerical 
integration. The graphs use normalized coordinates of y/y0 and x/xo, 
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Fig. 2-Symmetrical bent trajectory as a function of initial launching angle. 

where x is the x -intercept of the line passing through the initial point 
(0, y) and with an initial slope of tanteo. In both figures, the magnetic 
field is adjusted such that all the trajectory slopes are zero at y = O. It 
is interesting to note that all trajectories are symmetrical with respect 
to the x axis. To show mathematically this symmetry, one writes, from 
Eq. (6(, at y = 0 

sinoo = - tan (sinhk°y) (7( k0u 
and converts Eq. (61 into 

sino = - (tan-I (sinhk°y)( [8( k°u 
Eq. 171 gives the relationship among the peak magnetic field, the entrance 
angle, and the initial y coordinate. Trajectories for No= 30° and Ilo = 45° 
at a given initial position y = yo are plotted in Fig. 2. 
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X/Ko 

Fig. 3-Collimated trajectories in a 90° magnetic bender. 

If the initial position y = yo is considered to be practically out of the 

magnetic field, i.e., hoyo »1 and (sinhhoyo)-1 x 0, Eq. (71 becomes 

r wo 
sinlo = - - (9[ 

2 hovo 

If launched at a given angle, all trajectories with hoyo » 1, which are 

dependent only on they position, are parallel according to Eq. [8(. Fig. 

3 shows these trajectories in a 90° angle bending. 
In practice, a parallel electron beam makes its entrance to the magnetic 

bender at a normal plane PP', shown in Fig. 3, and then leaves the bender 

with the precise collimation at a symmetrical normal plane (1Q'. which 

is at right angles with respect to the entrance plane PP'. In the case of 

three parallel beams, as those originating, for example, from an in -line 

gun, they would also he simultaneously bent and collimated in the same 

manner as the single beam. The parallelism of three beams bent through 

a magnetic bender has been experimentally observed. 
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Physical Interpretation 

In electron dynamics, a drifting electron would rotate in a transverse 
uniform field at a cyclotron frequency. The angle displacement is related 
to the total number of flux lines that the transversing electron cuts during its circular course. Expressed in mathematical terms, the angle dis- 
placement is 

` = S, 
110) u° 

where w is the cyclotron frequency, S is the traversed path length, and 
yo is the electron drift velocity. 

Under the influence of a transverse nonuniform magnetic field, such as the hyperbolic function being considered here, the angle displacement 
of a drift electron would also be expected to be related to the number of flux lines traversed. The physical interpretation appears to be simple and plausible. The mathematical proof is, however, not easily attainable for most of the nonuniform fields dealt with in practical magnet 
geometries. Nevertheless, an analytic solution happens to exist in the present case and the angle displacement can be derived forthwith. 

It follows from Eq. 151 that 
w° sechh,°y 

dB =- dy. 
ua cosí) 

Thus, by making use of the cosine relation dv/dS = cos(l, 

B = ¡mow° sechhy 
dy = f ° sechhoydS, (111 J o° cost) no 

which is similar to Eq. 110) except that the total flux in Eq. (111 is derived 
through the integration of the nonuniform field over the traversed path. 

The number of flux lines as a measure of the angle displacement also 
explains the trajectory symmetry with respect to the magnet axis where 
ll = 0. Since the field is symmetrical, the amount of angular displacement, 
according to Eq. 1111, would also he expected to be symmetrical. 

Conclusion 

A sharply bent electron beam, long sought for kinescopes for the purpose 
of achieving reduced form factors, is advanced from concept to reality. The achieved practical device is a permanent magnet hender featuring 
a hyperbolically varied field that bends and collimates a single beam or 
multiple in -line beams in a sharp 90° angle. To explore the bending 

116 RCA Review Vol. 42 March 1981 



ELECTRON -BEAM BENDER 

physics, an analytic solution is achieved. The bending angle is found to 
be a measure of the total number of flux lines cut by the traversing 
electron. 
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Carrier Mobility in Laser -Annealed Silicon -on - 
Sapphire Films 

E. W. Maby' and C. P. Wu 

RCA Laboratories, Princeton, NJ 08540 

Abstract-Average carrier mobilities determined by Hall -resistivity measurements are re- 
ported for ion -implanted silicon -on -sapphire (SOS) films that were annealed with 
a pulsed Nd-YAG laser. The results demonstrate significant mobility improvement 
when laser annealing follows ion implantation. Although less impressive, mobility 
improvements are also realized for an SOS processing sequence in which laser 
annealing preceeds ion implantation and furnace annealing. 

Introduction 

Silicon -on -sapphire (SOS) is a widely -used heteroepitaxial material f'or the fabrication of metal -oxide -silicon (MOS) integrated circuits. Com- pared with bulk silicon technology, SOS technology features an excep- tional degree of electrical isolation between individual or groups of MOS 
circuit elements as well as resistance to the deleterious effects of ionizing 
radiation. However, as -grown SOS films often exhibit relatively poor 
crystalline quality, particularly near the silicon -sapphire interface.',2 
Crystal imperfections are presumed to be responsible for low carrier 
mobility and associated MOS speed limitations.3.4 

Recently, there has been interest in improving the crystalline and 
electrical quality of SOS films by a laser annealing process.5 9 For ex- 
ample, one study, in which n -channel MOS transistors were fabricated 
on SOS islands that had been annealed by a pulsed excimer laser (,\ = 

Present address: Department of Electrical Engineering and Computer Science Massachusetts Institute of Technology. Cambridge. Massachusetts 02139. 
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0.249 pm), suggested a 30% improvement in channel mobility on the basis 

of saturation-current-gate-voltage transistor characteristics.' In this 

paper, we present electron and hole mobility data, as determined by 

direct Hall -resistivity measurements, for ion -implanted furnace -an- 

nealed SOS films that were also annealed by a pulsed, frequency -doubled 

Nd-YAG laser (A = 0.530 pm). 

Experiment 

Hall bar mesas (240 X 1260 pm) with six metallized contact pads were 

formed from a 0.6 -pm SOS film following ion implantation and an- 

nealing. The n -type hall bars received a 90-keV phosphorus implant at 

a dose of 2.05 X 1013 cm -2. The p -type hall bars received a 30-keV boron 

implant at a dose of 8.95 X 1013 cm -2. The average depth of ion pene- 

tration for both implants was 0.20 pm. After implantation, the hall bars 

were capped with a clean CVU oxide and furnace annealed at 1000°C 

for thirty minutes in a dry nitrogen ambient. Laser annealing was per- 

formed with a pulsed, frequency doubled (,\ = 0.53 pm) Nd-YAG laser. 

Each pulse duration was 90 nsec and the beam size was approximately 
5 X 10-5 cm2. In one experiment, the laser annealing followed the furnace 

anneal of the implant and removal of the oxide cap. In a separate ex- 

periment, the laser annealing preceeded implantation. Hall resistivity 
procedures and analysis followed those outlined by .lohansson et al.10 

Measurements were performed with a magnetic field of ± 10 kilogauss. 

At this high field, Hall and drift mobilities in extrinsic silicon are equal.11 

The mobility values reported necessarily reflect a weighted average over 

the implanted layer. 
The mobility data for each experiment appear in Table I. When the 

laser anneal follows implantation (Experiment I), there ís a dramatic 

improvement (93%) in average electron mobility to a value that would 

be typical in bulk silicon, given an annealing radiation energy density 

of 2.0 )/cm2. At an annealing radiation energy density of 1.5.)/cm2, the 

improvement is only marginal (9%). The behavior of average hole mo- 

bilities is consistent with these observations, but the improvement fol- 

lowing the 2.0.1/cm2 anneal is less impressive. When the laser annealing 

is performed before implantation (Experiment 2), there is a general 

improvement in average carrier mobility by about 5%. This improvement 

is not particularly sensitive to the energy density of the annealing ra- 

diation. 
The quantity Na,,g which appears in Table I is defined as the total 

integrated carrier concentration. Under ideal circumstances, all ion - 

implanted impurities will be ionized following the anneal, and Nag will 

equal the implantation dose, Ndose. Second -order perturbations are 
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Fig. 1-SIMS concentration profiles of boron implanted into SOS at 30 keV and laser -an- 

nealed at different energy densities. The implantation dose of 8.95 X 10t3 cm -2 
exceeds the dose fpr Hall -resistivity measurements by a factor of ten. 

dependent upon the exact shape of the impurity distribution. The Nag 
values for the condit ions of Experiment 2 and the control conditions of 

Experiment 1 are greater than Ndose for p -type implanted layers and less 

than Ndose for n -type icon -implanted layers. These observations properly 

reflect the presence of 1: -type aluminum that has diffused into the silicon 

from the sapphire substrate during the higher -than -normal -temperature 

furnace anneal. The Nag values for the laser -annealed conditions of 

Experiment 1 monotonically decrease with increasing laser radiation 
power density from otherwise consistent levels for both p -type and n - 

type ion -implanted layers. This observation suggests the simultaneous, 

possibly amphoteric, presence of acceptor -like and donor -like damage 

imperfections, with energy levels deep within the forbidden energy band, 

which are introduced by the laser -annealing process. The validity of this 

model has yet to he verified by other, more direct measurements. 

Discussion 

The discussion which follows assumes that the total mobility can be 

written in the form 

1 1 1 1 -_-+-+-, 
µ µl Mi l=N 

[11 
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Fig. 2-SIMS concentration profiles of phosphorus implanted into SOS at 90 keV and 
laser -annealed at different energy densities. The implantation dose of 2.05 X 1013 
cm -2 exceeds the dose for Hall -resistivity measurements by a factor of ten. 

where µi is the carrier mobility limited by phonon scattering, µ; is the carrier mobility limited by ionized imperfection scattering, and MN is the mobility limited by neutral imperfection scattering. The factor µi 
is assumed to be independent of the annealing sequence chosen. The factor µ; has the Brooks-Herring12'3 form 

= 2/2 *-1/a tN- t 24m*(kT)2E11-t pi 1r/z- (hT)3/z 2 E e - m in 
e2h21V' 

JI 

121 In this expression, k is Boltzmann's constant, T is the absolute tem- 
perature, E is the dielectric permittivity, e is the fundamental unit of 
charge, m* is the carrier effective mass, h is Planck's constant, NI is the total density of ionized imperfections, and N' ís the total density of 
carriers. The MN mobility factor has the form14 

9m*e31r 3 

MN = 
5E113N ' 

where N ís the concentration of neutral imperfections. 
Figs. 1 and 2 show the control and laser -annealed concentration pro- 

files of Experiment I for boron and phosphorus respectively. In order 
to improve sensitivity, the implantation doses for the Secondary Ion 
Mass Spectroscopy (SIMS) analysis were greater than the respective 
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doses for Hall -resistivity measurements by a factor of ten. The dose 

differences are presumed not to affect the diffusive character of the 

implants. Changes in the average impurity concentration are not suffi- 

cient, given the form of Eq. (2) and assuming complete ionization, to 

explain the dramatic mobility improvements that are observed on the 

basis of an increased µ; factor. Indeed the total concentration of ionized 

imperfections in Experiment 1 must he greater than the concentration 

of impurities by ion implantation, since these impurities appear to he 

compensated by other charged imperfections, thereby resulting in a 

decrease rather than in the µ; mobility factor given by Eq. 121. One would 

hope, therefore, that the mobility improvements of Experiment 1 could 

be further enhanced by removal of excess ionized imperfections through 

subsequent low -temperature furnace annealing steps or hydrogenation.15 

These experiments were not performed. The mobility improvements 

of Experiment 2 are less likely to be influenced by changes in pi due to 

the nature of that experiment. 
It is likely that the mobility improvements of both experiments are 

dominated by changes in µN. The concentrations of neutral imperfec- 

tions required of Eq. 131 in order to support. this hypothesis are not un- 

reasonable for SOS material.'s As a limiting example, let the average 

electron mobility of 423 cm2/V-sec for the 2.0 J/cm2 laser anneal of Ex- 

periment 1 represent a case of no mobility limitation by neutral imper- 

fection scattering (µN-m) and let the control average electron mobility 

of 219 cm2/\'-sec represent a particular concentration of neutral im- 

perfections NN. The NN concentration required for this total mobility 

difference is approximately 2.6 X 1019 cm -3. This paper makes no claim 

as to the nat ure of neutral imperfections at comparable concentrations 

or the specific mechanism for the elimination by laser annealing. The 

interested reader is referred to the discussion of Ref. 1161. 

The mobility differences between Experiment 1 and Experiment 2 

suggest that little may be gained by processing pre -laser -annealed SOS 

but that mobility degradation due to imperfect annealing regrowth 

following ion implantation can be minitr,ized when the final annealing 

mechanism ís an appropriately chosen laser annealing process. Never- 

theless, the small improvement in Experiment 2 is encouraging for 

electronic applications, given the following explanation. Any improve- 

ment in the starting SOS material will be primarily in the top 0.2 to 0.3 

pm. if the laser processing is followed by a relatively heavy implantation, 

as is required in this experiment for a direct Hall mobility measurement, 

the damaged silicon must subsequently regrow by solid -phase epitaxy 

from a region near the Si/A1203 interface, where there is little or no 

difference between the control and the laser -annealed samples. More 

favorable performance results of MOS transistors fabricated in pre - 
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laser -annealed SOS will be presented in a separate communica- tion.l7 
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Patents Issued to RCA Inventors-Fourth Quarter 1980 

October 

A. Abramovich Relative Humidity Measurement (4,227,411) 
A. A. Ahmed Television Vertical Ramp Generator (4,230,9%) 
A. A. Ahmed Oscillator Incorporating Negative Impedance Network Having Current Mirror Amplifier 

(4,230.999) 
F. Aschwanden Self -Stabilizing Analog to Digital Converter Useful in Phase Locked Loos Tuning Systems 

(4,227.186) 
L. R. Avery Video Games Color Synthesis (4,229,760) 
A. R. Balaban and S. A. Steckler Multiplexing Arrangement for a Television Signal Processing System 

(4,227,217) 
W. H. Barkow Deflection Yoke With a Magnet for Reducing Sensitivity of Convergence to Yoke Position 

(4,231,009) 
W. Bohringer Regulated Deflection System (4,227,125) 
F. J. Campbell and W. H. Barkow Saddle-Toroid Deflection Winding for Low Los:, and/or Reduced 

Conductor Length (4,228,413) 
D. E. Carlson Method of Enhancing the Electronic Properties of an Undoped and/or N -Type Hydrogenated 

Amorphous Silicon Film (4,226.643) 
R. R. Demers Method of Slicing a Wafer (4,227,348) 
R. R. Demers and M. A. Leedom System for Regulating the Applied Blade-to-Boule Force During the 

Slicing of Wafers (4,228,782) 
W. F. Dietz Switching Amplifier for Driving a Load Through an Alternating -Current Path with a Con- 

stant -Amplitude, Varying Duty Cycle Signal (4,227.123) 
M. Eftenberg and C. J. Nuese III -V Direct-Bandgap Semiconductor Optical Filter (4,228,349) 

T. M. Gurley, W. D. Fischer, and R. S. Hopkins, Jr. Television Picture Positioning Apparatus 

(4.227,215) 
L. A. Harwood and E. J. Wittmann Signal Detector Including Sample and Hold Circuit With Reduced 

Offset Error (4,229,759) 
W. M. Kramer Reduced Blooming Device Having Enhanced Quantum Efficiency (4.228,446) 

C. J. Martin, R. J. Ryan, and M. J. Voelker Conductive Molding Composition (4,228,050) 

J. D. Mazgy Logic Circuit (4,228,371) 
D. C. McCarthy Improving Etch Resistance of a Casein -Based Photoresist (4,230.794) 

L. S. Napoli Solar Cell Grid Patterns (4,228,315) 
J. A. Olmstead Engine Timing Circuit With Noise Immunity (4,226,219) 

P. C. Olsen Wire Coil Assembly for an Electrical Circuit (4,229,722) 

R. W. Paglione Temperature Controller for a Microwave Heating System (4,228,81)9) 

W. Philips, C. C. Neil, and J. M. Hammer Planar Optical Waveguide Comprising Th'n Metal Oxide Film 

Incorporating a Relief Phase Grating (4,227.769) 
J. J. Piascinski and E. E. Doerschuk, 3rd Method for Making Etch -Resistant Stencil With Dichromate - 

Sensitized Alkali-Caseinate Coating (4,230,781) 
J. S. Pistiner Closed Loop Roll Control for Momentum Biased Satellites (4,230,294) 

A. Rosen and W. P. Santamore Method of Measuring Blood Perfusion (4,228,805) 

S. A. Steckler and A. R. Balaban Switched AFPC Loop Filter With Offset Voltage Cancellation 

(4,228,463) 
M. W. Stewich Charge -Coupled Device Imager System (4,231,062) 

T. Takahashi and O. Yamada High Temperature Cadmium Boracite Semiconductor Device 

(4,228,454) 
L. N. Thibodeau Flyback Transformer (4,229,787) 
A. J. Toccí Cleaving Apparatus (4,228,937) 
L. A. Torrington Manual Scanning Mechanism for VideoDiscs Player (4,227,699) 

C. P. Wu and R. K. Smeltzer Low -Resistivity Polycrystalline Silicon Film (4,229,502) 

C. P. Wu and A. Rosen Method of Making an Impatt Diode Utilizing a Combination of'Epitaxial Deposition, 

Ion Implantation and Substrate Removal (4,230,505) 

J. P. Yu RF Connector Assembly With Provision for Low Frequency Isolation and RFI Reduction 

(4,229,714) 

November 

8. Asile and R. A. Dischert Automatic Setup System for Television Cameras (4,234,890) 

A. V. Bedford Method of and Means for Generating Complex Electrical Coding Waves for Secret 

Communication (4,232.186) 
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A. E. Bell Playback Information Record Using Phase Cancellation for Reading (4,233.626) D. Botez, M. Ettenberg, and H. Kressel Light Emitting Diode (4,233,614) 
H. Chen and R. H. Hughes Electron Gun With Astigmatic Flare -Reducing Beam Forming Region (4,234,814) 
T. L. Credelle Flat Display Tube Having Shielding Member Between Beam Guide and Screen (4,234,815) 
W. Denhollander Combined Linearity and Side Pincushion Correction Arrangement (4,234,824) W. F. Dietz Synchronous Switched Vertical Deflection Driven During Both Trace and Retrace Intervals (4,234,826) 
D. F. Dion and D. R. Wojcik Raster Display Refresh System (4,232,376) 
B. W. Faughnan and R. S. Crandall Method for Making Electrochromic Films Having Improved Etch Resistance (4,233.339) 
J. S. Fuhrer Defect Compensation for Color Television (4,232,340) 
R. A. Gange System for Controlling Brightness Uniformity in Display Devices (4,234.825) W. H. Groeneweg SECAM-PAL Converter (4,233,622) 
P. E. Hafer) Regulated Deflection Circuit (4,232,254) 
F. Z. Hawrylo and H. Kressel Method of Making a Laser Diode (4,233,090) W. N. Henry Method of Making a Silicon Diode Array Target (4,231,820) 
W. Hinn SECAM Chrome Demodulator Circuit (4,232,268) 
W. Hinn and J. Hinderling Combined Kinescope Grid and Cathode Video Drive System (4,233,624) S. T. Hsu Extended Drain Self -Aligned Silicon Gate MOSFET (4,232,327) 
S. Larach and D. H. Vilkomerson Echocardiographic Apparatus for Myocardial Disease Diagnosis by A -Wave Quantification (4,233,989) 
A. J. Leidich PNP Output Short Circuit Protection (4,232,273) 
R. W. Longsderff and D. V, Henry Alkali Metal Dispenser (4,233,936) 
B. B. McCue Internal Metal Stripe on Conductive Layer (4,232,248) 
S. Pearlman CRT Screen Structure Produced by Photographic Method (4,234,669) K. J. Phillips Minimization of Residual Spacecraft Nutation Due to Disturbing Torques (30,429) E. D. Savoye, T. W. Edwards, and L. F. Wallace Reduced Blooming Devices (4,232,245) O. H. Schade, Jr. Self -Balancing Bridge Network (4,234,841) 
R. G. Stewart Regulated High Voltage Power Supply (4,236,199) 
J. A. Strother Interference Suppression for Imaging Optical Systems (4,233,501) M. Toda and S. Osaka Light Control Device Using a Bimorph Element (4,234,245) P. P. Webb and R. J. McIntyre Light Detector Housing for Fiber Optic Applications (4,233,619) J. L. Werst Electron Beam Moving Apparatus for a Color Cathode Ray Tube (4,232,283) D. H. Willis Regulated Deflection Circuit With Regulator Switch Controlled by Deflection Current (4.234,827) 
D. H. Willis High Voltage Disabling Circuit for a Television Receiver (4,234,829) 
M. H. Woods Stepped Oxide, High Voltage MOS Transistor (4,236,167) 

December 

A. A. Ahmed Television Vertical Ramp Generator (4,241,265) 
H. Blatter and J. Tufts Automatic Turn -Off Apparatus for a Radio or Television Receiver (4,241,450) A. Bloom and W. J. Burke Ablative Optical Recording Medium (4,241,355) 
A. Bloom and R. A. Bartolini Ablative Optical Recording Medium (4,242,689) W. A. Bosenberg Method of Defining a Photoresist Layer (4,239,790) 
W. J. Burke, M. Ettenberg, and H. Kressel Optical Memory With Injection Laser as Light Source and Detector (4,241,423) 
D. J. Carlson and J. P. Yu RF Connector Assembly With Low Frequency Isolation (4,242,655) C. F. Coleman and L. A. Torrington VideoDisc Caddy (4,239.108) 
C. F. Coleman Record Extracting Mechanism for Caddy Type VideoDisc Player (4,239,238) P. Delta and R. N. Friel VideoDiscs and Molding Compositions Therefor (4,241,120) J. M. David, Jr. Creel (4,240,594) 
C. A. Deckert, R. B. Comizzoli, and G. L. Schnable Method for Inspecting Electrical Devices (4,237,379) 
N. V. Desai and E. S. Poliniak Silane Electron Beam Resists (4,237,208) 
W. F. Dietz Switched Vertical Deflection With Triac (4,238,712) 
A. G. Dingwall Integrated Circuit Device Including Both N -Channel and P -Channel Insulated Gate Field Effect Transistors (4,240.093) 
A. G. Dingwall Look Ahead High Speed Circuitry (4,242,738) 
R. S. Dougherty Aqueous Photoresist Method (4,237,210) 
P. D. Griffis Stereophonic Sound Synthesizer (4,239,939) 
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W. H. Groeneweg Identification System for SECAM or SECAN/PAL Color Television Receivers 

(4,240,102) 
J. R. Harford Signal Overload Prevention Circuit (4,237,490) 

R. J. Hollingsworth High Performance Electrically Alterable Read Only Memory (EAROM) 

(4,237,472) 
F. R. Hughes and P. Nyul Electroluminescent Semiconductor Device With Fiber -Optic Face Plate 

(4,240,090) 
R. W. Jebens Solar Powered Dehumidifier Apparatus (4,242,112) 

H. C. Johnson Pulse Radar Transmitting Oscillator (4,241,345) 

W. F. Kosorocky and R. L. Angle High Speed Loading of Output Register of CCC Array System 

(4,237,383) 
I. Ladany Electroluminescent Diode and Optical Fiber Assembly (4,237,474) 

A. J. Leidich Variable Gain Current Amplifier (4,242,643) 

D. D. Mawhiiney Radio Frequency Pulse Generator (4,238,796) 

J. F. McCoy High Resistance Continuous Shield for Reduced Capacitive Coupling in a Deflection Yoke 

(4,237,438) 
W. H. Meise Vertical Sync Separator (4,240,111) 

W. H. Moles Vertical Deflection Circuit (4.238,713) 

C. L. Olson and J. F. Hacke Television Camera Highlight Discharge Apparatus (4,237,491) 

G. D. Pyles Turntable Drive System for VideoDisc Player (4.239,237) 

R. D. Rhodes Digital Phase Detector (4,237,423) 

W. R. Roach and P. Sheng Diffractometer for Measuring Signal Depth and Width (4,36,823) 

T. J. Robe Bandwidth Limited Large Signal IC Amplifier Stage (4,240,042) 

A. Rosen, A. M. Combar, and E. Mykietyn Method for Fabricatirg Stacked Semiconductor Diodes for 

High Power/Low Loss Applications (4,237,600) 

J. O. Schroeder Pulse Modulator for Operating a Device in the Avalanche Mode (4.242,644) 

A. Schwarzmann Phase Shifter (4,238,745) 

R. G. Stewart Asymmetrically Precharged Sense Amplifier (4,239,994) 

C. E. Tracy, W. Kern, and R. D. Vibronek Sprayable Titanium Composition (4,241, 108) 

W. F, Wedam Horizontal Deflection and Power Supply Circuit With a Start -Up Arrangement 

(4,240,013) 
P. K. Weimer Charge Transfer Imager (4,237,477) 

P. K. Weimer Line -Transfer CCD Imagers (4,242,700) 

D. H. Willis Regulated Deflection Circuit (4,240,012) 

R, W. Zborowski Parallel Operation of Multiple TV Transmitters (4,238,855) 
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